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1. INTRODUCTION

Yule (1925) introduced a one parameter discrete distribution namely “the Yule distribu-
tion (YD)", which he obtained by compounding a shifted geometric distribution with
the exponential distribution through the following probability mass function (p.m.f.)

_ pllp+ DI(x)
- T(p+x+1)°

for x =1,2,3,--- with o > 0. The YD has been extensively used for describing data sets
of various fields. For example, Simon (1955), Simon (1960) and Haight (1966) used YD to
model word frequency data while Kendall (1961) utilized it for describing certain types
of bibliographic data sets. Xekalaki (1983) applied the YD in an econometric context.

Mishra (2009) obtaind a generalization of YD through the following p.m.f., in which
p>0,k>0andx=1,2,3,--

g(x) )

_ pl(k+x—1)I(o+k)
&0 = T T I

A distribution with p.m.f (2) here after we denote as GYD (p, k). Clearly, GYD
(p,1) is YD. Mishra (2009) used the GYD (p,k) for describing certain bibiliographical
data sets.

Since both the YD and GYD (p,k) have been found extensive application in several
practical situations, a more generalized class of GYD (p,k) is quite relevant. As such,
through this paper we consider a modified version of the GYD (o, k) which we named
as “the modified Yule distribution (MYD)" and study some of its important properties.
In Section 2, we present the definition of the MYD and derive its p.g.f., expression of
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factorial moments, raw moments, mean, variance and recursion formulae for its prob-
abilities, raw moments and factorial moments. In Section 3, we discuss the estimation
of the parameters of MYD by method of maximum likelihood and consider certain test
procedures for testing the significance of the additional parameter of the MYD. Here
it is also illustrated the practical suitability of MYD with the help of two real life data
sets, among them the first one is a bibliographical data sets, the other is a biological data
set. It is shown that both the GYD and YD gives fitts while the MYD gives a better fit.
In Section 4, we carried out a simulation study for examining the performance of the
maximum likelthood estimators of the parameters of the distribution.

Throughout the paper we adopted the following shorter notation, for s =0, 1,2,---

Q7 =, F(1+i,k+i,p+k+1+:;0), &)

where ,F|(.) is the Gaussian hypergeometric function (GHF) as defined in (2.3) of Kumar
and Riyaz (2013). For more details of GHF, see Slater (1966) or Mathai and Haubold
(2008).

Further we need the following series representation in the sequel

ZZA(S,T):ZZA(S,T—S). 4)
r=0 s=0 r=0 s=0

2. DEFINITION AND PROPERTIES

In this section, first we present the definition of the MYD.

DEFINITION 1. A positive, integer valued random variable X is said to follow “the
modified Yule distribution (MYD)”, if its p.m.f b, = P(X = x) is the following, for x =
1,2,3---,0>0,k>0and0< 6 <1

O T(k+x—1) 0 'T(o+k+1)

& I(o+x+k)(k)

; ®)

in which Qy is as defined in (3).
Clearly when 6 = 1, the MYD reduces to the GYD with p.m.f. 2)and 0 =1,k =1

the MYD reduces to the YD with p.m.f. (1). We obtain the p.g.f of the MYD through
the following result.

PROPOSITION 2. The p.g.f of the MYD with p.m.f (5) is the following

H(t)=Qq t ,F\(1,k;p+k+1;01). (6)
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PROOF. By definition, the p.g.f of the MYD with p.m.f (5) is given by

H(t) = ihxt’“
_ jéﬂomk+x—m9*4np+k+mﬁ
B I'(o+x+k)I(k)

_ i Q (1), T(k+x)(o+k+1)(0)°
=0 T(k)I(p+k +x +1)x!

since (a), = r(r“(:)r), and (1), = x!. Thus we have
o (De(R),  (O2)
H = 0 , 7
which gives (6). O

PROPOSITION 3. The characteristic function /(t) of the MYD is the following, for any
t€Randi=+—1

G(t)=Qq et LF(Lk;p+k+1;0e™). ®)

PROPOSITION 4. Forany positive integer r, the r* factorial moment Y1 of the MYD
exist finitely and is given by

_ o (D (R), 0! [@<K+r—mﬂ Lo ]

©)

PROOF. The factorial moment generating function F(t) of the MYD with p.g.f (6)
is given by

() tr
= Q(t+1),F[Lkp+k+1;0(t+1)] (11)

On expanding the Gauss hypergeometric function in (11), we have

[ele] 91‘
= Q(t+1 Z +k+ t+1)r. (12)

r=

By applying binomial expansion in (12) we obtain

e /6 67 r r
F(t) = Qo(t+1)2%z< >t’_m, (13)

r=0 * m=0 m
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which on simplification gives

ZZ r+m 1 7+m 1974—”1_1 . <r+m—1>£
p+/e+1)r+m (r+m—1) m 7!

r=1m=0
ZZ i (R)yy 077! <r+m>£' (14)
7Omop+k+1r+m(7+m) m ) r!

In the light of the series representation (4) of Kumar and Nair (2014) On equating
the co-efficients of £7(r!)™" on the right hand side expression of (10) and (14), we get

oo (1)7 o (k>r — 9r+m717! r—i—m—l
Hirp = QO[Z( e ot < >

e+k+1), ., (r+m—1) m
= ( )r+m(/€)r+m(97+mr! <7+7}’l>
, 15
Ttk D), i "
Since (A),,,,, = (A),(A+n),, and on using (3) in (15), we get (9). O

PROPOSITION 5. For any positive integer 7, the r'" yaw moment u, of MYD is

m'<k)m —1
=0, 333" st men 19

=0 m=0

where S(n, ) is the Stirling numbers of the second kind (see Riordan, 1968).

PROOF. By definition, the characteristic function of the MYD is given by

(o) 't r
b1) = Zm(lr,) (17)
r=0 :
= D', F (Lk,p+k+1;0e™). (18)
On expanding (18), we get

[ee] 671 [ee] (lt)y ,
= 1. 19
b(2) QonZP+k+1 PO lCag) (19)

Equating the coefficients of ( t)r(r!)_ on right hand side of (17) and (19) to get
(971

-0 5 0 Sy e

By applying binomial expansion and Stirling numbers of second kind in (20) we have

OZ p+k+1 nvZ<v>ZSWW) 1)

=0

Now, on rearranging the terms in (21) we obtain (16), in the light of (3). O
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PROPOSITION 6. Mean and variance of the MYD are

kO

Mean=1+4+ —— % — (22)

Qe+k+1)

d 60,k 2k +1 kQ
Variance = 0 [i+(9< (e+1) - : 2>] (23)
p+k+1 (p+k+2)2, (o+k+1)Q]

REMARK 7. From (22) and (23), it is seen that the MYD is under-dispersed if and only

i
(o+k+2)[(o+k+1)+67k*],>26" k(k+1) (o +k+ 1)
for all values of the parameters o, 0 and k and the MYD is over-dispersed otherwise.

PROPOSITION 8. For x > 1, the following is a simple recursion formula for probabil-

ities h, = h.(1,k; p + k + 1) of the MYD with p.g.f (6).

EOQ, h(2,k+1;0+k+2)

hx+1(1’/€’/o+k+l): le(,o+k+1)

PROOF. From (6), we have
H(t)=> h(Lkp+k+1)t" =t )F,(1,k;p+k+1;01).
x=0
Differentiating the above equation with respect to 7, we get
N Okt

(p+k+1)°
+Q ,F (Lk; o+ R+ 1;01).

D x4 Db (Lksp+k+1)" = Fi(2,k+10+k+2;01)
x=0

(24)

(25)

(26)

In (6) on replacing 1,k and p+k+1by 2,k +1 and p+k +2 respectively, we obtain

Fi2k+Lp+k+2,0t)=0,7"t7' > h 2,k + L p+k+2)t*

x=0
Substituting (25) and (27) in (26) we get

oo

D (x4 Dby (Lksp+k+ 1)t =
x=0
QO—%ib(z k+1; +/e+2)tx+§:lo (Lk;p+k+1)c*
Ql(P+k+1) g X\ 5P g x+1\H P

27)

(28)

Simplifying and equating the coefficients of t* on both sides of (28), we get (24). O
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PROPOSITION 9. The following is a simple recursion formula for raw moments u, =
u,(1,k; 04k +1) of the MYD for r > 0.

0k 2 7!
V(e +k+1)= sl(r—s)
i, (Lksp+k+1). 9)
PROOF. On differentiating (17) and (18) with respect to ¢, we get

Ad(r) iQy ety 0
dt pt+k+1

tra(Lksp+k+1) = tr—s(2 k3 0+ K +2)

F2 R+ L p+k+20e" ) +i e’ Qy ,F (1,k;p+k+1;0e™).

By using (8) with 1,k and p+k + 1 by 2,k +1 and p + k + 2 respectively, we obfzioi
Fi(2,k+1Lp+k+2;0e")= 12# 2/e+1,p+/e+2)( >r. (31)
=0
Substituting (18) and (31) in (30) we get
g”’““”““k ek = <§f:+1>
xrz;;y, (241, ,o+/e+2)( < >;S'
e, (Lk p+/e+1)(”) (32)
On equating the coefficients of Y4 on both sides of (32), we get (29). O

PROPOSITION 10. The following is a simple recursion formula for factorial moments
p = pp (L ks p+k +1) of the MYD, for r > 0.

0k
Q(eo+k+1)

7 _1 7 ‘
+Z((7_>]~;! /‘[r_j](l,/e;p+k+1). (33)

j=0

)Lk p+k+1) U2k + 10+ k+2)

PROOF. The factorial moment generating function F(t) of the MYD with p.g.f (6)
is given by

F(t) = Z#[r]t_ (34)
Q(t+1) ,F[Lk; o+ k+1;0(t +1)]. (35)
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Differentiating the above equation with respect to #, we get

e Q, (t +1)0k
(Lk;o+k+1 = O, ,F [Lko+k+10(t+1)]+ 21—~
qu spt R+ ) o2 Fi[Lkso+k+10(0+1)]+ o+k+1)

X, Fi[2,k+ 1,0+ k+2;0(t +1)]. (36)
On simplification we get

t” 2 & t(’ﬂ)(—l)/

Me

r=0 r=0 :O
0,0k > ¢t
o 2k+10+k+2)—.
Ql(p+/€+l)§#w( P o
37)
On equating the coefficients of % on both sides of (37), we get (33). O

3. ESTIMATION AND TESTING OF THE HYPOTHESIS

In this section we discuss the estimation of the parameters , k and p of the MYD by the
method of maximum likelihood and certain test procedures for testing the significance
of the additional parameter 6 of the MYD.

Let a(x) be the observed frequency of x events based on the observations from a
sample with independent components and let y be the highest value of the x observed.
The likelihood function of the sample is

Y
L=] [rkJ, (38)
x=0
which implies
y
logL :Za(x)loghx. (39)
x=0

Let é, 6 and % be the MLEs of 0, o and k. Noe these MLEs of the parameters are
obtained by solving the following likelihood equations

dlogL
= 40
5L, 40)
equivalently, X
QR x—1
=0. 41
xzﬂ [ P+/€+1)+9] 0
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JdlogL

—0, 42
o )

equivalently,

y &, Dk +7)(p+k+1)
Satnf-a,[ S0 T e

Ho+r+k+ 1))+ (o +k+1)—d(o+x+k)}=0. (43)
J g’fL _o, (4+4)

equivalently,

y

p+/e+1) (k+7)
XZ(; { QZ p+k+r+1[¢(’o+k+1)

—( p+/€+r+1 +¢ /e+r )— (k)]
+(k+x =D+ d(o+k+1)— (k)= (o +k +x)]} =0, (45)

where J(3) = % logI'(3). On solving these likelihood equations by using some math-

ematical softwares such as MATHCAD, MATHEMATICA etc., one can obtain the
maximum likelihood estimators of the parameters 0, p and & of MYD.

For numerical illustration, we have considered two real life data sets, of which the
first data is on the distribution of 1533 biologists according to the number of research
papers to their credit in the Review of Applied Entomology, Volume 24, 1936. For
details, see Williams (1943) and the second data set is on family epidemics of common
cold obtained by Heasman and Reid (1961). We have fitted the MYD, the GYD, and
the YD to both these data sets and the results obtained along with the corresponding
values of the expected frequencies, chi-square statistic, degrees of freedom (d.f), p-value,
Akaike information criterion (AIC) and Bayesian information criterion (BIC) in respect
of each of the models are presented in Tables 1 and 2. Based on the computed values of
chi-square statistic, p-value, AIC and BIC, it can be observed that the MYD gives the
best fit to both the data sets where the existing models the GYD and the YD fails.
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TABLE 1
Observed frequencies and computed values of expected frequencies of the MYD, the GYD and the YD
by the method of maximum likelihood for the first data set.

Observed YD GYD MYD

x
1 1062 1118.51 1079.50 1024.76
2 263 235.01 270.46  287.46
3 120 91.40 95.88 113.71
4 50 42.80 40.88 52.15
5 22 19.50 20.01 23.33
6 7 11.10 12.03 9.24
7 6 6.90 6.30 6.53
8 2 4.50 3.81 2.70
9 0 2.08 2.53 0.62
10 1 1.20 1.60 0.50
Total 1533 1533 1533 1533
d.f. 6 5 4
Estimates of =27 p=3.8 p=0.01
parameters k=1.60 £=0.80
6=0.01
x -value 21.80 14,52 5.83
p-value 0.0013 0.0126  0.2122
AIC 3082.78 3059.5 3046.78
BIC 3081.78 3057.5 3043.78

TABLE 2
Observed frequencies and computed values of expected frequencies of the MYD, the GYD and the YD
by the method of maximum likelihood for the second data set.

Observed YD GYD MYD

x
1 156 176.52  170.70  164.01
2 55 39.76 44.85 50.00
3 19 14.63 16.14 17.84
4 10 6.67 6.04 7.46
5 2 4.42 4.27 2.69
Total 242 242 242 242
d.f. 3 2 1
Estimates of 0=2.56 =422 p=0.17
parameters k=193 k=1.87
6=0.49
2 -value 12.51 7.87 2.01
p-value 0.0058  0.0195  0.1563
AIC 507.28  498.12  492.12

BIC 505.97 495,51  488.21




178 C. S. Kumar and S. Harisankar

3.1.  Testing of the hypothesis

Here we present two test procedures - the generalized likelihood ratio test (GLRT) and
Rao’s efficient score test (REST) for testing the significance of the additional parameter
0 of the MYD.

Let the null hypothesis be
H, : 0 =1 against the alternative hypothesis H, : 0 # 1.

In case of GLRT, the test statistic is
—2logA=2 (IogL(A; x)—log L(A*; x)) , (46)
where A is the MLE of A = (0, p, k) with no restriction and A" is the MLE of A when
0 = 1. The test statistic —2log A is asymptotically distributed as a chi-square with one

degree of freedom. For details see Rao (1947).
In case of REST, the test statistic is § = T’®~!1 T, where T is

o <L310gL 1 JdlogL iglogL>, @)

Jn 30 Cyn dp yn Ik

where @ is the Fisher information matrix. The test statistic S follows chi-square with 1
d.f See Rao (1947). Using the data sets given in Table 1 and Table 2, we have computed
the values of the test statistic in case of the GLRT and REST and presented in Table 3.
For numerical illustration we have computed the values of test statistic in case of the
GLRT and REST for the first data set as follows.

—2log A =2(1527.75— 1520.39) = 14.72 (48)
and
0.02 0.30 0.04 —15.63
S, = (—1563 045 253 )( 030 40 080 0.45
0.04 0.8 0.20 2.53
= 6.29
Similarly, GLRT and REST for the second data set is as follows.
“2log A =2(247.06—243.071) = 7.97 (49)
and
0.10 0.60 0.01 —11.92
S, = <—11.92 0.93 —0.47) 0.60 8.0 0.80 0.93
0.01 0.8 0.50 —0.47
= 7.34

Since the critical value for the test at 5% level of significance is 3.84 at one degree of
freedom, the null hypothesis is rejected in all these cases in respect of both the GLRT
and REST.
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TABLE 3
The computed values of the statistic for GLRT and REST for MYD.

Calculated values of Dataset 1 Data set 2
GLRT 14.72 7.97
REST 6.29 7.34

4. SIMULATION

Here we simulate random variates from the MYD and obtain the bias and standard er-
rors of estimators of the parameters of the distribution by the method of maximum like-
lihood. We have simulated two sets of observations corresponds to the following two
sets of parameters (i) ¢ = 0.45, 0 = 0.25,k = 0.50 and (ii) & = 0.72, 0 = 0.20,k = 0.45 of
which (1) corresponds to the under-dispersed MYD whereas (ii) corresponds to the over-
dispersed MYD. By using simulated observations, we estimated the parameters &, o and
k of the MYD and thereby computed the values of the absolute bias and standard errors
of each of the estimators. The results obtained are presented in Table 4. From Table
4, it can be observed that both the absolute values of bias and standard errors of the
estimators of the parameters are in decreasing order as the sample size increases.

TABLE 4
Bias and standard errors in the parenthesis of the estimators of the parameters 0, p and k of the MYD
for the simulated data sets.

MLE

Parameter set  Sample size 0 6 k
n =200 0.0513 0.0870 0.0820
Q) (0.0075)  (0.0089)  (0.0082)
n =300 0.0140 0.0068 0.0490
(0.0045)  (0.0015)  (0.0029)
n =500 0.0035 0.0014 0.0480
(0.0043)  (0.0010)  (0.0024)
n =200 0.1360 0.0488 0.0440
(ii) (0.0321)  (0.0047)  (0.0071)
n =300 0.0723 0.0277 0.0210
(0.0268)  (0.0022)  (0.0054)
n =500 0.0067 0.0094 0.0190

(0.0016)  (0.00084)  (0.00086)
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SUMMARY

A modified version of Yule distribution is introduced here and discuss some of its properties by
deriving expressions for its probability generating function, raw moments, factorial moments
etc. Certain recursion formulae for its probabilities, raw moments and factorial moments are also
developed. Various methods of estimation are employed for estimating the parameters of the dis-
tribution and certain test procedures are suggested for testing the significance of the additional
parameters of the distribution. The distribution has been fitted to certain real-life data sets for
illustrating its usefulness, compared with certain existing models available in the literature. Fur-
ther, a simulation study is conducted for assessing the performance of the maximum likelihood
estimators.

Keywords: Generalized likelihood ratio test; Maximum likelihood estimation; Model Selection;
Probability generating function; Simulation.



