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1. INTRODUCTION

The three-parameter exponentiated Weibull (EW) distribution introduced by Mudholkar
and Srivastava (1993) as an extension of the Weibull family, is a very flexible class of prob-
ability distribution functions. The applications of the EW distribution in reliability and
survival studies were illustrated by Mudholkar et al. (1995). The EW distribution has
the cumulative distribution function (CDF)

F(x;a,A,y)= (1 —efjxyy , x>0,
and the associated probability density function (PDF) as
flxsa, A7) = a}//lxyfle%xy(l — eflxy)“fl, x>0,

where @ > 0 and y > 0 are shape parameters and A > 0 is the scale parameter. Gupta and
Kundu (1999) considered a special case of the EW distribution when y = 1, and called
it as the generalized exponential (GE) distribution. The GE distribution has received a
considerable amount of attention in recent years. The readers are referred to a review
article by Gupta and Kundu (2007) for a current account on the generalized exponential
distribution and a book length treatment of different exponentiated distributions by Al-
Hussaini and Ahsanullah (2015).
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Mudholkar et al. (1996) presented a three-parameter generalized Weibull (GW) fam-
ily that contains distributions with unimodal and bathtub shaped hazard rates. They
showed that the distributions in this family are analytically tractable and computation-
ally manageable. The modeling and analysis of survival data using this family of distri-
butions has been discussed and illustrated in terms of a lifetime data set and the results
of a two-arm clinical trial. The CDF of the GW distribution is the following

F(y;a,A,8) = 1—<1—3(/1y)1/“>1/8,

1
whereO<y<oofor3§OandO<y<mfor8>0.

Recently, Guptaand Kundu (2011) introduced a three-parameter extended GE (EGE)
distribution by adding a shape parameter to a GE distribution. The EGE distribution
contains many well known distributions such as exponential, GE, uniform, generalized
Pareto and Pareto distributions as special cases. Interestingly, the EGE distribution has

increasing, decreasing, unimodal and bathtub shaped hazard rate functions similar to
the EWE distribution. The EGE distribution has the following CDF and PDF,

_(1— 1/BYa
Fomp={ (TGO L7

and
_ 1/8—1(1 _(1_ 1/Bya—1
f(y;a,ﬁ,/l):{ Zjil_jygll_)z-@y(_ll, A=pOYE gig,

b

respectively, when 0 <y < oo for £ <0and0< y < ﬁ for f>0.

About the motivation, we believe that this new proposed distribution offers the
following advantages:

e Often adding an extra parameter gives more flexibility to a class of distribution
functions, improves the characteristics and provides better fits to the lifetime data
than the other modified models.

e Although the number of potential distribution models is very large, in practice a
relatively small number have come to prominence, either because they have desir-
able mathematical characteristics or because they relate particularly well to some
slice of reality.

e In the recent literature, attempts have been made to propose new statistical dis-
tributions for modelling real phenomena of nature by adding one or more addi-
tional shape parameter (s) to the distribution of baseline random variable. The
major contribution of these distributions such as EW, GW or EGE are to obtain
increasing, decreasing, unimodal and bathtub shaped hazard functions. Although,
the hazard functions can be very flexible, they cannot take decreasing-increasing-
decreasing (DID) shapes. In many practical situations, it is observed that the
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hazard function can take DID shapes. Not too many lifetime distributions, at
least not known to the authors, the hazard functions can take five different types,
namely increasing, decreasing, bathtub shaped, unimodal and DID shaped. The
main motivation of the proposed distribution is that its hazard function covers
these five types.

e The proposed distribution extends the EGE to a four-parameter distribution by
adding a new shape parameter. It contains EW and EGE as special cases. The new
distribution is capable of modeling bathtub-shaped, upside-down bathtub (uni-
modal), increasing, decreasing and decreasing-increasing-decreasing (DID) hazard
rate functions which are widely used in engineering for repairable systems. Hence,
it can be used quite effectively for analysing lifetime data of different types.

The rest of the paper is organized as follows. In Section 2, we introduce the EEW
distribution and outline some sub-models of the distribution and then, discuss some of
its properties. Some related issues are discussed in Section 3. In Section 4, we provide the
estimation procedures and the asymptotic distributions of the estimators. Simulation
results and the analysis of a data set are provided in Section 5, and finally conclusions
arrive in Section 6.

2. DEFINITION AND SOME PROPERTIES

In this section we formally define the extended exponentiated Weibull family of distribu-
tions. We observe that several well known distributions can be obtained as special cases
of the proposed distribution. We also derive different properties and different measures
of the proposed distribution in this section.

2.1.  The extended exponentiated Weibull distribution

The random variable Y is said to have an extended exponentiated Weibull (EE\W) dis-
tribution, if the CDF of the random variable Y, denoted by F(y;a, 3,7, A), is given

by
(1—BAyr )Py 0,
F(y>a’ﬁ’}/’x):{(1 —/lyyl‘g ’y ng, (1)
where ,y,4>0and —oo < S < c0. Here, 0<y < o0 if f<0and 0<y < /ﬁ”f if
[ >0. The PDF of Y can be expressed as
b1 Ay —(1— Ay VI, B,
; =17 2
f(y’a’ﬁ’y’ ) {a}//lyy 1 7/1)”’(1 7/1}17)0( 1’ IB—O ()

A random variable X follows the EEW distribution with parameters , 3,y and A is
denoted by X ~ EEW (a, B,y, A
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Several well known distribution functions can be obtained as special cases of the
EEW distribution depending on the values of , 3,y. The details are presented below.

(i) For y =1, the EEW distribution reduces to the EGE introduced and studied by
Gupta and Kundu (2011).

(i) Fory =1, 8 =0, a # 1, the EEW distribution reduces to the GE distribution
introduced by Gupta and Kundu (2007).

(iii) Fory =1, 8=1and a =1, the EEW distribution reduces to the uniform distri-
bution with CDF
Fy; A)=Ay.

(iv) The Pareto distribution with CDF

F(y; 8,0 =1—(1—=B4)"",
is a special case of the EEW distribution for y =1, a =1 and > 0.

(v) Fory=1landa=15b=1,0 — 0", the EEW distribution reduces to the general-
ized Pareto (GP) distribution with CDF

g o] 1=(A=BW)"P, B#o,

F(y’ﬁ’i)_{ 1—e, B=0.

(vi) Fory =1, B #0, a # 1, the EEW distribution reduces to the GW distribution
introduced and analyzed by Mudholkar ez al. (1996).

(vii) For y #1, @ =1 and 8 =0, the EEW distribution reduces to the Weibull distri-
bution with CDF ﬂ
Flip )=1—e.

(viii) Fory # 1, @ # 1and 8 =0, the EEW distribution reduces to the EW distribution
proposed by Nassar and Eissa (2003).

(ix) Fory =2, @ # 1and 8 =0, the EEW distribution reduces to the Burr X distri-
bution with CDF i
F(y;a, )= (1—e PN,

2.1.1.  Different shapes of EEW probability density and hazard function

In this section we provide different shapes of the PDFs and hazard functions of the
EEW distribution. Because of the complicated nature of the PDFs and hazard functions,
it is difficult to obtain the shapes of the PDFs and hazard functions analytically. The
following observations have been made graphically. For 3 < 0, the shape of the PDF of
the EEW distribution can be decreasing or unimodal depending on different values of
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parameters. For 3 > 0, the shape of the PDFs of the EEW distribution can be bath-tub
shaped and increasing depending on the different values of the shape parameters. The
PDFs of the EEW for different values of @, 8 and y, where A =1 are plotted in Figure
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Figure 1 - The PDFs of the EEW for different values of @, 5 and y with A =1.

The hazard rate and survival function of the EEW distribution are given by, respec-
tively

T CO N 210 i Sl 23 ) PO
1—(1—(1— BAyr)/F)a ; :

ay dyr eV (1—eH7 et o
1—(1—3—’13”)01 ’ =0,

h(y;a, B,y,A) =

and
11 1/8\a
s(y;a,ﬁ’}f,/l)Z{ 1_8_(61_@@/}%) " gig’ ©)

The hazard function of the EEW distribution can take different shapes, namely increas-
ing, decreasing, DID, unimodal and bathtub shaped. Figure 2 provides the hazard func-
tions of the EEW distribution for different values of @, 3, y, and A.

Because of the complicated nature of the hazard function, we could not establish the
above results in its full generality, but the following results can be established. In all
these cases without loss of generality, we have assumed that A = 1.
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Figure 2 - The hazard rate of the EEW for different values of @, 5 and y with A= 1.

THEOREM 1. Ify =1and 3 <0, then for
(a) a > 1, the hazard function of EEW is an unimodal shaped,

(b) 0 < a < 1it is a decreasing function.

PROOF. See Theorem 1 of Gupta and Kundu (2011).

THEOREM 2. If y =1 and for

(@) B>1, a> 1, the hazard function of EEW is an increasing function,

(b) 0<a<1,0< B<1,itisa bathtub shaped.
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PROOF. See Theorem 2 of Gupta and Kundu (2011). O

THEOREM 3. If0<a <1, B<0and0<y <1, then the hazard function of EEW is
a decreasing function.

THEOREM 4. If @ > 1, B > 1 and y > 1, then the hazard function of EEW is an
increasing function.

THEOREM 5. If @ > 1, B < 0 and y > 1, then the hazard function of EEW is an
unimodal function.

The proofs of Theorems 3, 4, and 5 can be found in the Appendix.

The quantile of a distribution plays an important role for any lifetime distribution.
In case of the EEW distribution, it is observed that the p-th quantile can be obtained
in explicit form. Hence, if we have maximum likelihood estimators (MLEs) of the un-
known parameters of a EEW distribution, the MLE of the corresponding p-th quantile
estimator also can be easily obtained.

The p-th quantile of the EEW distribution is given by

/11_<1_ l/a 1/}/ ﬁ%o
SIIENNIE ﬁ
(—log1—pe)r,  f=o

1 . .
When p = > the median of EEW is

1
—(1—(1=2"=)By)lr, 0,
e (m( ( B# @

<—§bgr—ﬂMWW, p=0.

The mode of EEW distribution cannot be obtained in explicit form. It has to be obtained
by solving non-linear equation, and it is not pursued here.

2.2.  Moments and moment generating function

The moment and moment generating functions play important roles for analysing any
distributions functions. The moment generating function characterizes the distribution
function. Although, we could not obtain the moments in explicit forms, they can be
obtained as infinite summation of beta functions. Different moments can be easily cal-
culated using any standard mathematical softwares.

The k-th moments and the k-th central moments of the EEW distribution can be
obtained by using the expansion (1—2z)* = 377 (%)(—1)'z*, where a is not integer. We
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have the following results:

$.02) i BeC1 I+ 1)B), B0,
(= E(Y*)= i<a71>(_lﬁ()_13—k>/f,1/e/y36(l +k/y,—k]y—(G+1)/B), B<0, 5
i(ail>(;2/);a(l + 1IN 4+ R ), B0,

where Be(.,.) is beta function. Using :E(Y—[u;e)/e =3 (k)y (—u4)*7, the k-th

central moments can be obtained as

koo n (=1 o i
Ryl /7 1oty k=]
= 2 00T) gy B+ 5 B>0,
koo i (—DEHIg S »
k\/a—1 14 J i+1\ sk—j
M = E);:Zé(])( i )(—/6)1+//7/1//V 6(7’_;_7 M1 ,6<O>
koo _1\kt+i—j ) _
k\(fa— ( 1) a, . (14 b
> 2 () il>T(Z+1) (T (=hu ™, B=o0.

-
I
)
<
I
o

Using the moments of different orders, moment generating function of EEW can be eas-
ily obtained. If all the moments of a random variable exist, then the moment generating

o Lk
function of Y can be written as My () = E(e'") :Z %E(Y/e)‘ Thus, we have
k=0 "
k
oo oo a—1 ( 1) b oitl
/Eoi:o k'( ! )IBHk/V,Ve/VB <1+;’7>’ B >0,
k i
— o oo a—1 (_1> a b A it
MY(t)— /EOEJE< i )W—k/wae(l—}—;,—;_T), ,8<O,
[c o i} tk g ( )
/Eoigoa< il) I (—I—l) 1+/e/V)r(1+ ) ,8:0.

3. SOME RELATED ISSUES

3.1.  Order statistics

The CDF and PDF of the first order statistics are given by

I—(1—=(1=(1—=BX")Pyy, B#0,

Fl:n()’):{1_<1_(1_e_’{3”/)“)”, B=0,
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and

naydy ! (1= BNV (1= (1= Bln)Pyt - B0,
Fin) = x(1=(1=(1=Bly)F)y T,
naylyr e (1—e P 11— (1—e M2yl B =0,
respectively. The CDF and PDF of the largest order statistics are given, respectively, by

F,(y)= {(1_ L= phn)Ieys, B#0,

(1 —Ay/)na’ ﬁ O,
and
£ ()= [Py A= BN A= (1= BAy) Py, f0,
nn nayAyr—! _’W(l e’ )”“_ , B=0.

The CDF and PDF of r-th order statistics, where 1 < r < 7 and 3 ;é 0, are given by,
respectively

=33 (" )7 Jera—a—payryeye,

1=0 j=r

fra®) = aﬂy”gg“ +"><n?j><;l>

(o]

% (_1)i+k <a(l +/€/>_ 1>(1_/6Ay7> B

k=0

3.2.  Mean deviations

For a random variable Y with the PDF f(y), CDF F(y), mean u = E(Y) and M =
median(Y), the mean deviation about the mean and the mean deviation about the me-
dian are defined by

8y =E|Y — p| =2puF () —21(u)
and

S, =E|Y —M|=pu—21(M),

respectively, where I(t J v/ ()
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THEOREM 6. The mean deviation functions of the EEW distribution are

5, = 2y<1—<1—ﬁw>l/ﬂ>a—2§]<0’j1)(—1)";@1 P BAu)F
1=0

F(11+;+l;1 %;ﬁ,uﬂ)
and
5, = u- 22<a_1> y A i1 pan)
+1
E 1+ 2+ o Lo,
r B v

where B < 0, u is the mean of the EEW distribution given in (5), M is the median of
the EEW distribution given in (4), and the hypergeometric function ,F| can be expressed as

JF(a,b50;2) =322, % Zn—z, where ¢ does not equal to 0, -1, -2, ..., and

(1 ifn=
<‘1>n—{ G(@+10g+n—1) if n>0.

PROOEF.
F(y)=(1—(1=BAy")7)

and
fO) = aydy (A= BRI A= (1= By Py
= apau-pnt ("7 -y
= aw1Z<“jl><—1>i<1—myy>ﬂ
1=0
So
I(u) = fyyf(y)dy
0
2 fa—1 [ iy
= ay4 —1) r(1— BlyY d
VZ< l. >( 1>Ly(1 Bry) 7 dy
2 [a— cayA
= (7 e =g’

L+ 1 1
X, F (1,14 » + %;2—# ;;,B/LuV).
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Thus, we have

8 = 2utt——patr—23 ("] e - paun’
1=0 z y+1

1 1+1

X, F(L, 14+ —4+ —— 2+l;,8/1m)
y B 14

and \
8 =u—2EE (VD

I
x, F,(1,1+ p + %1;2+ ;,ﬁ/lMV).

Mr+1 _IB,’{MU%

3.3.  Probability weighted moment

The probability weighted moments (PWMs) makes use of the analytical relationship
among the parameters and the so-called PWMs of probability distribution in calculat-
ing magnitudes for the parameters. Although, probability weighted moments are useful
to characterize a distribution. We use the PWMs to derive estimates of the parameters
and quantiles of the probability distribution. Estimates based on PWMs are often con-
sidered to be superior to standard moment-based estimates. These concepts used when
maximum likelihood estimates (MLE), are unavailable or difficult to compute; e.g. see
Greenwood et al. (1979); Hosking (1986); Harvey et al. (2017) and Tarko (2018). The
PWMs are defined by

[y oy fo)dy, p<0,
J“Wfﬂ)f@M% B>0,

where r and s are positive 1ntegers and F(y) and f(y) are the CDF and PDF of distri-
bution. The following theorem gives the PWMS of the EEW distribution.

T, =LY F(Y)") = {

THEOREM 7. The PWMs of the EEW distribution are

(=BT T( (- Ly
Z?io(‘fia)(_l)l 4 i 16/1 ] [8 < O,
I VF(—IE)
T ey AT I
Zi:o( i )(_1) yr(_/% + 1+;+r) ’ /8 >0,
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PROOF. Here, we only give the proof for S > 0, in which case 0 < y <

/3/1)1/7
Proof of the other case is similar. We have
T, = f By a}//{ys-ﬂ/ /6/1_)’ 1//3 1 1_ ﬂ/b} 1/,3 r+1)a— 1dy

0

By using the expansion (1—2z)* =>%, (f)(—l)izi, we have
o = (T e [P appra-pan®
s P l 0
_ i s
. i <(r +Da— 1>(_1)i aA(BA)7 F(%)F(%)
1=0 l F(Z_;Tl - HT}/)

where @, 3, v, and s are positive. O

By use of PWMs, we can obtain the mean and variance of the distribution according to

E(Y)=1, and Var(Y)=1,,—Ti,.

3.4.  Bonferroni and Lorenz curves

The Bonferroni and Lorenz curves are fundamental tools for analysing data arising in
economics and reliability. Also, these curves have many applications in other fields like
demography, insurance and medicine; e.g. see Bonferroni (1930); Gail and Gastwirth
(1978); Giorgi and Crescenzi (2001); Shanker et al.  (2017) and Arnold and Sarabia
(2018). The Lorenz curve is a function of the cumulative proportion of ordered individ-
uals mapped onto the corresponding cumulative proportion of their size. The Bonfer-

roni curve is given by
1 y
B Fy)):—J tf(t)dt
a HE(y) Jo

or equivalently given by Bp(p) = — fp t)dt, where p = F(y)and F7'(t) = inf{y :
F(y)>t}. Also, the Lorenz curve 1s given by

1 (”
Lp(FE(y)=F(y)-Bp(F(y)) = —J tf(e)de
“Jo

where u =E(Y).
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THEOREM 8. The Bonferroni and Lorenz curves of the EEW distribution are given
by, respectively

. 1 Sfa—1 cayA 1 it
Br0) = =37 >y+1yy+ 1-pan’
(

1 141
X, F (1,14 —

+— 2+ ,B/H

—_

+

and

1 e _‘a}dwl_ .
Lro) = (%7 e -’
1 41

X2F1(11+V+ 3

where B #0, u=E(Y) is given in (5) and F(y) is given in (1).

PROOF. Such as the proof of Theorem 2, we have

1
2+_) /1:)/}/)’
. P

1

F(y)=(1—(1—=BAy")F)*
and
f0) = ayly’ ™ (1= BN (11— (11— By F)y!
= apdi=pun 3 (] eva-pay

1=0
© fa—1\, . i
= oy ST (=i =Bayn) T
ey (7 Jera—pan
Thus, we have

[ a— - ayA
Bro) = 377 e Sy

1 L+ 1 1
X2F1(151+ ; + l—;2+ ;;,Bflyy)

B
and
0 ayA
Li(FG) = %Z( >< 1y Ly - fayn)
><2F1(1,1+—+i1;2+—;,6,1yy).
y B 1
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3.5.  Rényi and Shannon entropy

In information theory, entropy is a measure of the uncertainty associated with a ran-
dom variable. The Shannon entropy is a measure of the average information content
one is missing when one doesn’t know the value of the random variable. A useful gen-
eralization of Shannon entropy is the Rényi entropy. The Rényi entropy is important
in ecology and statistics. It is also important in quantum information, where it can be
used as a measure of entanglement; e.g. see Shannon (1948); Renyi (1961); Seo and Kang
(1970); Kayal and Kumar (2013); Kayal ez al. (2015) and Kang et al. (2012).

The Rényi and Shannon entropy of the EEW distribution are given, respectively, by

1
() = 1%fﬂm@
—r y
r—ry—1
) o (7 T (@ T
Elogzizo( ) T o ,ﬂﬂ) £ 5 ﬁ<oa
- %logzlwo(r 1)) 11+7 ayxl ,5/1
XZF( L-Hﬁrﬁ 1+‘ry —1) 1+7(y +}/ ﬁ/l ﬁ’l 1/)/) ), IB>O
and
o i i_l)f 1. ( /1)1 ,
E(—logf(y)) log(aﬂ)——+1— Z +(1—5)Z Wi
=0 j=! 1=0

where u}, = E(Y*) is given in (5).

3.6.  Residual life function

Given that a component survives up to time ¢ > 0, the residual life function is the period
beyond ¢, and defined by the conditional variable Y —¢|Y > . We obtain the -th order
moment of the residual life of the EEW distribution via the general formula

(1) = E[(Y — ) |V > ¢]
in two cases 8 <0and > 0. Let 8 <0, thus the r-th residual life is given by

e B

(L+1)y

1

ﬂy

it jBytiy, i
Jﬂ+r+lr

i+ 7,
B By p

1.
B BA

21(
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and for 8 > 0, the r-th residual life is given by

o]

min== ey ) =5 ZZ<_1><> e

e i (8 ,61;_1’ ﬂ+ﬁyy+lr 1_1;1 ,]3 ¢i7)
mwm ﬂ—i—l JBry+iy jBty+iy—By t7
_ ,1 ,— 3— sy )b
yeT R 7 Br Br a

where s(t) (the servial function of Y) is given in (3).

The mean residual life (MRL) function is a helpful tool in model building, and it
used for both parametric and nonparametric building. And it is very important since
can be used to determine a unique corresponding life time distribution. Life time can
exhibit increasing MRL (IMRL) or decreasing MRL (DMRL). MRL functions that first
increasing (decreasing) and then decreasing (increasing) are usually called upside-down
bathtub (bathtub) shaped, UMRL (BMRL). The relationship between the behavior of
the two functions of a distribution was studied by many authors such as Ghitany (1998),
Mi (1995), Park (1985), Shanbhag (1970) and Tang er al. (1999). The MRL function
for the EEW distribution obtains by setting » = 1 in above equations and it is given in
the following theorem.

THEOREM 9. The MRL funvtion of the EEW distribution is

BHy+iy i+l
R S T At A VENE. ) SR G 2 A
m0) = (7 e
—i—1 [B4y+iy y—1 i+1 77

B Br ’V B BA
i<a > tal_lfity !

x2F1<IE )

where B <0 and
1 fa—1 cayA it
- 1)L, y+1 y
) = 2% e ey
wF 1+ o Logar
y B r

S Jerdze-so®
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PROOF. When 8 <0, we have

1 0 1 o o
me) = o j (y—t)f(y)dy—@[ﬁ yf()dy— J L (y)dy]

t

-l | aﬂy@(“f1)(—1)“(1—[6@@?‘1@
—ZL aﬂyV*Z( > —1)(1— BT dy]

,8+v+/

_ L e ,6]/1

- s<t>[2< i >( b= ,6+r+w

B—i—1 [Bty+iy y—1 i+l 77
S S 2
2 [a— ta(1— BAT)F

1=0

X, ( —)

and when 3 >0, we have

2y LB Y(BAT
s(t)f f)dy = _[Jt yf()dy —Jt tf(y)dy]
J(BAT 1
@[ﬁ WZ( Joo
/6/1 i+1
—z:fl/( ay Ay’ 1Z< 1> Y(1— Bl 7 dy]
:Tt)[i<af1><_1>ia_ﬂt}/+1(l_ﬁ/1ty)’;1

y+1

s, Fy (1,14 = +l;12+ :BAtY) ﬂ >(

On the other hand, we analogously discuss the reversed residual life and some of its
properties. The reversed residual life can be defined as the conditional random variable
t —Y|Y <t which denotes the time elapsed from the failure of a component given that
its life is less than or equal to z. Also in reliability, the mean reversed residual life and the
ratio of two consecutive moments of reversed residual life characterize the distribution
uniquely.

,B/W

O
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The r-th order moment of the reversed residual life for the EEW distribution can be
obtained via the general formula

(=L =y Y < 1]
in two cases 8 <0and > 0. Let 8 <0, thus the 7-th reversed residual life is given by
1 t L inlpr—))
(0= [ (=) fO)y = —ZZ( (e
F<t) 0 1=0 j=0
. = i—r i r—j i+l
t! (16/1) v r(]T + %)r( }/+}/ ]) }/(/8/1>7 . zf:(rﬂj]g/iﬂﬂriy)
poit —jB+y+i
pr= rB—jB+y+iy
1 i1 i ' P ; —y
Xtr+(">y2F1(l6 : ,] 7’_]+1;}f+] r—l+1§t—
A r By B BA

and for 8 > 0 the r-th reversed residual life is given by

)}, ©)

1

50 = f Y F)dy

A (BA T ()

- WZZ< ><> = (L 4 ety ’

1=0 ;=0 I v

where ¢t > B A —7» and for ¢ < % Al)l -, the 7-th reversed residual life is same as the Equa-

tion (6). The mean and second moment of the reversed residual life of the EEW distri-
bution can be obtained by setting » = 1,2 in above equations. Also, by using x,(t) and
y(t), we obtained the variance of the reversed residual life of the EEW distribution.

4. PARAMETRIC INFERENCE

In this section, we consider the parametric inference of the unknown parameters a, 3,y
and A of the EEW distribution. The parametric inferences will be discussed based on
likelihood method in two situations; censored and full data.

4.1.  Likelihood method based on censored data

In most of survival analysis and reliability studies, the censored data are often encoun-
tered. Let Y, be the random variable from EEW distribution with the parameters vector

= (a,3,7,A). A simple random censoring procedure is one in which each element
i is assumed to have a lifetime Y; and a censoring time C;, where Y, and C; are inde-
pendent random variables. Suppose that the data including 7 independent observations
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y; =min(Y;,C;) for 1 =1,---,n. The distribution of C; does not depend on any of the
unknown parameters of Y;. The censored log-likelihood £ (©) is given by

(.(©)=rloga+rlogy+rlogA+(y—1) Zlogyl ,3 Zlog 1—BA4])
1€F 1eF

Ha—1)D log(1—(1—B2))F)+ > log[1—(1—(1— 1) /P)],

ieF 1eC

where 7 is the number of failures and F and C denote the uncensored and censored sets
of observations, respectively.
By differentiating the log-likelihood function with respect to a, 3,y and A, respec-

tively, components of score vector U(0) = (8%((19)’ 8%{(@@), Ng‘;@) , Méie)) are derived as

al (© 1
6;<(z ):——I—leZFlog(l— ﬁ)yf) /ﬁ)
5 (=) s (11— p0)")
e 1_<1_<1_ﬂ/1y3/>1/ﬂ>a
3(.(0) _ 1 Al
55 = o=~ (5-1) S
B [ log(1=BX]) bl
_<a—1>Z(l_'BW ) <_ 7 _ﬁ(lfﬁbff))
1= (1= A"
a<1_18/1y2/)1//8(1_(1_ﬁ/1y2/)1//6>1*1 <_log(l;j,26/1yly) _ ,6(1%@;))
+gc: 1= (1= (1= B )Y
a® _r (1 Brollogly) X! log(y,) (1= B 7 )7
I </3 1>§ TR 1); 1—(1—pn))"
ady! og(y,) (1 B0])P ™" (1= (1= pao)) ")
log(y,)—
+; g(7) ; 1_(1_(1_&%)%)&
20.(0) y(1=px)F"

P ‘% <“ )g_ ,BM _)EZF 1 (1= pa) )P
-2

ay! (1= p))F~ (1= (1= 2)) ")
fec 1—(1=(1=p01)""7Y’
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4.2.  Likelihood method based on complete data

Let y,,...,y,, be the random sample of size 7 from EEW distribution. The log-likelihood
function is given by

f(a,ﬁ,y,l):nloga+nlogy+nlog/1+(y—1)210gyi

i=1

1 n 7
+<ﬁ —1)> log(1— Bl )+ (@—1)D log(1—(1—BAy])/7).
=1 =1
The first derivatives of the log-likelihood function with respect to , 5,y and A are given
in the Appendix, and the maximum likelihood estimators (MLEs) of parameters can be
obtained by maximizing this function. For given 3,y and A, the MLE of « can be
n

obtained as
x ) 3/1 = .
#ord 7 log(1—(1—=BAy!)VP)

By maximizing the profile log-likelihood function £(&(3,y, A), 3,7, A), with respect to
53,7, A, the MLEs of 3,y and A can be obtained. Now we will discuss the asymptotic
properties of the MLEs in two situations; 8 < 0and 3> 0.

THE REGULAR CASE. When [ < 0, the situation is exactly the same as the generalized
Weibull case discussed by Mudholkar ez al.  (1996). In this case EEW satisfies all the
regularity properties of the parametric family. Then asymptotically, as 7 — oo,

V(0 —0)—s N,(0,171(©)),

A A A . . . .
where © = (&, 8,7,4), © =(a, 8,7, A), N, denotes the tetravariate normal distribution
and 1(0) is the Fisher information matrix. The observed information matrix is

Ly, Lg L, I,

aa a 0(}/ a
1@ =—| T8 T oy Ina |
! Ly gy Ly L
Iy gy L, I
where 22
Iy =———, 1,7=1,2,3,4
%= 36,06, "

and they are provided in the Appendix.
THE NON-REGULAR CASE. When 3 > 0, we propose a reparametrization of @, 3,7, A

¥

as (a, 3,7, ¢), where ¢ = %, then A = ¢— The PDF (2) and CDF (1) can be
| (B P

written as

fOsa By, 4)= ayfyﬂ‘l(l—(%y)é1<1—(1—(%)Y)é)a—1 @)
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and

Y=(1—(1—(Z))P ),
@,B,7,4) (¢))/’)

respectively, for 0 < y < ¢ and 0 otherwise. The corresponding quantile function be-
comes

Qe foy, ) =(¢"(1—(1—uz)")).
Based on a random sample y, ..., 7, from (7), the MLEs can be obtained by maximizing
the log-likelihood function

U, B,y,$)=nloga+ nlogr—nrlogsé—ﬂlogﬁ+(y—1)210gy@

=1

= — E log( ——( a— Elo -2y 1.
( 1) < g(1 5 +(@—1) g(1—(1—( ()) )
®)

It is immediate from (8) that for fixed 0 < @ < 1,0< S <landy >0,as ¢ | Yy
(a,8,y,¢) — oo. Thus, in this case the MLEs do not exist.
To estimate the unknown parameters, first estimate the parameter ¢ by its consistent

estimator $ =Yy The modified log-likelihood function based on the remaining (n—1)

observations after ignoring the largest observation and replacing ¢ by gzg =Y(n) s
Uy ) = (n—1)loga+(n—1)logy —(n—1)ylogy,, —(n—1)log 8

+<y—1>210gy@+<1—1>210g<1—<y<"’ )

B i=1 Yn)
y (1) \y\ L
+(a—1) Zlog LB,
y(n
The modified MLE of & and A, for fixed 3 and y, can be obtained as
. n—1
a(ﬂ’ V) = ) T
1—(1—(2y)?
and i
Vn)

respectively. Therefore, in this case the modified MLE of 5 and A can be obtained by
solving the optimization problem from the modified log-likelihood function of 5 and
Y.

For the propose of statistical inference, an understanding of the distribution of ¢ is
necessary. This is given in the following theorem.
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THEOREM 10. i) The marginal distribution of ¢~ = () s given by
PF<H=1-(1—(5)))"
¢
ii) Asymptotically as n — oo,
nA(y 1) —x#
¢
where X ~ Ex p(a), with mean é
PROOF. 1)
~ t 1
¢ )<t)=(P(YSf))"Z(l—U—(g)y)ﬂ)W
i1)
Yo QU 1—(1—Uz )P
s0
Y, i
(n) H
¢ (n)
then we have
Y, i
(n) H
G === )F
Hence,
1 1 t 1 t 1 t
n n n

as 7 — 00, we have

Thus
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5. SIMULATION EXPERIMENTS AND DATA ANALYSIS

5.1. Simulation experiments

In this section, we perform some simulation studies, just to verify how the MLEs work
for different sample sizes and different parameter values for the proposed EEW model.
The results are obtained from 1000 Monte Carlo replications from simulations carried
out using the software R. We have used the following parameter sets:

Model 1: @ =0.8, 3 =—0.50,y =0.8,A=1

Model 2: ¢ =2,8=—0.8,y =0.8,A=1,

Model 3: o = 0.8,/5 =—038,y =2, A=1,

Model 4: ¢ =0.8,8=—2,y =0.8,A=1,
Model 5: @ =0.8,3=0.5,y =0.8,A=1
Model 6: @ =2,3=0.8,y =0.8,A=1

Model 7: @ =0.8, =038,y =2,A=1.

We have used different sample sizes, namely: # = 50, 100, 150, 200, 250, 300, 350, 400, 450

and 500.
TABLE 1
The MLEs, Std and RMSE for models 1-3.
(a,5,7,4) n MLE Absolute Bias RMSE
& B 7 A a g 7 A ¢ g 7 A

(0.8,05,08, 1.0)

50

2.169 -0.765 1.0149 1.389
1.710 -0.567 0.8472 1.263
1.529 -0.510 0.7972 1.249
1.291 -0.530 0.8130 1.171
1.221 -0.510 0.8021 1.152
1.121 -0.491 0.7889 1.112
1.065 -0.517 0.8156 1.082
1.058 -0.497 0.7934 1.093
0.992 -0.512 0.8079 1.080
0.975 -0.513 0.8094 1.061

1.703 0.859 0.654 0.870
1.173 0.581 0.464 0.619
0.955 0.462 0.382 0.549
0.718 0.424 0.345 0.468
0.635 0.368 0.308 0.434
0.518 0.340 0.273 0.367
0.477 0.323 0.270 0.359
0.447 0.292 0.242 0.337
0.381 0.261 0.223 0.315
0.362 0.251 0.221 0.300

1.703 0.859 0.654 0.869
1.173 0.581 0.464 0.619
0.955 0.462 0.382 0.549
0.718 0.424 0.345 0.468
0.635 0.368 0.308 0.434
0.518 0.340 0.273 0.367
0.477 0.323 0.270 0.359
0.447 0.292 0.242 0.337
0.381 0.261 0.223 0.315
0.362 0.255 0.221 0.300

(2.0,08,08,1.0)

5.319 -1.336 1.081 2.247
5.350 -1.004 0.887 1.889
4.840 -0.891 0.835 1.616
4.572 -0.821 0.791 1.587
4.350 -0.812 0.787 1.479
3.957 -0.853 0.816 1.410
3.799 -0.833 0.804 1.379
3.847 -0.783 0.775 1.396
3.502 -0.786 0.781 1.323
3.513 -0.792 0.779 1.335

4.230 1.184 0.721 1.799
4.152 0.782 0.524 1.370
3.629 0.606 0.431 1.101
3.239 0.514 0.367 0.999
3.042 0.489 0.352 0.907
2.661 0.461 0.332 0.837
2.525 0.438 0.317 0.826
2.438 0.384 0.281 0.757
2.082 0.351 0.261 0.678
2.082 0.361 0.264 0.661

4.230 1.184 0.721 1.799
4.152 0.782 0.524 1.370
3.629 0.606 0.431 1.101
3.239 0.514 0.367 0.999
3.042 0.489 0.352 0.907
2.661 0.461 0.332 0.837
2.525 0.438 0.317 0.826
2.438 0.384 0.281 0.757
2.082 0.351 0.261 0.678
2.080 0.348 0.259 0.675

(08,08, 2.0, 1.0)

2.944 -1.047 2.299 1.691
2.178 -0.980 2.205 1.378
1.742 -0.913 2.097 1.282
1.438 -0.862 2.040 1.215
1.332 -0.820 1.994 1.194
1.299 -0.818 1.992 1.171
1.107 -0.856 2.051 1.108
1.112 -0.805 1.979 1.129
1.025 -0.815 2.007 1.093
1.035 -0.815 2.001 1.104

2.444 1.099 1.611 1.136
1.674 0.828 1.277 0.797
1.205 0.668 1.014 0.661
0.878 0.558 0.851 0.547
0.740 0.456 0.707 0.484
0.708 0.444 0.697 0.468
0.519 0.400 0.618 0.396
0.491 0.362 0.565 0.375
0.411 0.333 0.529 0.351
0.408 0.330 0.523 0.347

2.444 1.099 1.611 1.136
1.674 0.828 1.278 0.797
1.205 0.668 1.014 0.661
0.878 0.558 0.851 0.547
0.740 0.456 0.707 0.484
0.708 0.444 0.697 0.468
0.519 0.400 0.618 0.396
0.491 0.362 0.565 0.375
0.411 0.333 0.529 0.351
0.405 0.330 0.524 0.344
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We report the average estimates, absolute biases and the associated square root of
mean squared errors (RMSE). The results are presented in Table 1 and Table 2. From
the results presented, the following points are quite clear. (z) It is quite clear that the
MLE: are working quite well. As the sample size increases the standard deviation and
the square root of mean squared errors decrease. (i:) This verifies the consistency prop-
erties of the MLEs. For all practical purposes, MLEs can be used quite effectively for
estimating the unknown parameters of the proposed EEW model.

TABLE 2
The MLEs, Std and RMSE for models 4-7.
(a,5,7,4) n MLE Absolute Bias RMSE
¢ p y A & B § A & [ 7 A

(0.8,-2.0,08, 1.0)

3.693 -2.517 0.864 2.979
2.604 -2.174 0.800 2.090
2.275 -2.087 0.785 1.870
1.572 -2.179 0.824 1.490
1.410 -2.047 0.793 1.506
1.240 -2.092 0.805 1.321
1.107 -2.063 0.809 1.245
1.153 -1.992 0.787 1.338
1.031 -2.024 0.794 1.257
0.991 -2.001 0.790 1.191

3.187 1.942 0.533 2.436
2.043 1.375 0.383 1.488
1.706 1.166 0.340 1.268
1.001 0.957 0.269 0.882
0.798 0.804 0.234 0.829
0.637 0.793 0.222 0.664
0.498 0.668 0.194 0.577
0.468 0.612 0.182 0.550
0.385 0.597 0.172 0.510
0.342 0.555 0.159 0.451

3.187 1.942 0.533 2.436
2.043 1.375 0.383 1.488
1.706 1.166 0.340 1.268
1.001 0.957 0.269 0.882
0.798 0.804 0.234 0.829
0.637 0.793 0.222 0.664
0.498 0.668 0.194 0.577
0.455 0.612 0.182 0.541
0.385 0.597 0.172 0.510
0.342 0.555 0.159 0.451

(08,05,0.8, 1.0)

4.308 0.596 0.586 1.139
2.969 0.578 0.703 1.054
2.468 0.577 0.692 1.051
0.553 0.734
0.534 0.784
0.539
0.539
0.527
0.524
0.521

3.670 0.216 0.631 0.332
2.368 0.193 0.604 0.279
1.853 0.161 0.545 0.247
1.500 0.143 0.530 0.237
1.237 0.130 0.507 0.228
1.085 0.116 0.462 0.212
0.998 0.110 0.432 0.204
0.837 0.104 0.424 0.193
0.717 0.098 0.384 0.179
0.705 0.093 0.379 0.176

3.670 0.216 0.631 0.332
2.363 0.193 0.604 0.279
1.853 0.161 0.545 0.247
1.500 0.143 0.530 0.237
1.237 0.130 0.507 0.228
1.085 0.116 0.462 0.212
0.998 0.110 0.432 0.204
0.837 0.104 0.424 0.193
0.717 0.098 0.384 0.179
0.705 0.093 0.379 0.176

(2.0,08,08, 1.0)

0.736
0.800
0.802
0.806
0.806
0.804
0.803
0.804
0.805
0.804

1.394 0.108 0.321 0.149
0.227 0.049 0.079 0.060
0.227 0.049 0.079 0.060
0.049 0.026 0.039 0.030
0.023 0.020 0.029 0.023
0.022 0.019 0.024 0.019
0.018 0.015 0.022 0.018
0.013 0.012 0.020 0.014
0.012 0.011 0.018 0.012
0.010 0.009 0.016 0.011

1.394 0.108 0.321 0.149
0.227 0.049 0.079 0.060
0.068 0.037 0.054 0.042
0.049 0.026 0.039 0.030
0.023 0.020 0.029 0.023
0.022 0.016 0.024 0.019
0.018 0.015 0.022 0.018
0.013 0.012 0.020 0.014
0.012 0.011 0.018 0.012
0.010 0.009 0.016 0.011

(08,028, 2.0, 1.0)

0.723
0.781
0.786
0.794
0.806
0.804
0.805
0.804
0.805

0.807 1.995 0.999

2.080 0.126 1.178 0.214
0.769 0.081 0.633 0.126
0.336 0.069 0.404 0.093
0.183 0.053 0.234 0.067
0.122 0.044 0.130 0.057
0.084 0.037 0.082 0.048
0.075 0.032 0.064 0.042
0.048 0.028 0.045 0.035
0.052 0.025 0.048 0.032
0.035 0.023 0.035 0.028

2.080 0.126 1.178 0.214
0.769 0.081 0.633 0.126
0.336 0.069 0.404 0.093
0.184 0.053 0.234 0.067
0.122 0.044 0.130 0.057
0.084 0.037 0.082 0.048
0.075 0.032 0.064 0.042
0.048 0.028 0.045 0.035
0.052 0.025 0.048 0.032
0.035 0.023 0.035 0.028
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5.2.  Data analysis

In this part, we fit the EEW distribution to the real data set and also compare the fit-
ted EEW with some sub-models such as: the EW, W, EGE, GE and exponential distri-
butions, to show the superiority of the EEW distribution. In fact, it is observed that
empirical hazard function of the data indicates that the data are coming from a lifetime
distribution which has a DID shaped hazard function and the proposed distribution
provides the best fit than many existing lifetime distributions. Therefore, the proposed
distribution provides another option to a practitioner to use it for data analysis purposes.
The results are obtained by using the function optim form package stats4 in R.

As a data set, we consider the 101 data points represent the stress-rupture life of
kevlar 49/epoxy strands which were subjected to constant sustained pressure at the 70%
stress level until all had failed, so that we have complete data with exact times of failure,
which are shown by Andrews and Herzberg (1985). Cooray and Ananda (2008) used
this data in fitting generalization of the half-normal distribution.

The TTT plot of this data set in Figure 3 display a decreasing-increasing-decreasing
(DID) hazard rate function. The MLEs of the parameters, -2log-likelihood, AIC (Akaike
information criterion), the Kolmogorov-Smirnov test statistic (K-S), the Anderson- Dar-
ling test statistic (AD), the Cramér-von Mises test statistic (CM) and Durbin-Watson test
statistic (DW) are displayed in Table 3. The CM and DW test statistics are described in
details in Chen and Balakrishnan (1995) and Watson (1961), respectively. In general,
the smaller the values of KS, AD, CM and WA, the better the fit to the data. From the
values of these statistics, we conclude that the EEW distribution provides a better fit to
this data than the EW, W, EGE, GE and exponential distributions.

10

TTT
06 08

04

02

—— Andrews and Herzberg

T T T T T T
00 02 04 06 08 10

rin

Figure 3 - TTT Plots of Andrews and Herzberg data.

Plots of the estimated PDF and CDF of the EEW, EW, W, EGE, GE and exponential
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models fitted to the data set corresponding to Table 3, are given in Figures 4 and 5. Also,
Figure 6 is displayed the QQ-plot of the EEW model to the data set. These plots suggest
that the EEW distribution is superior to the other distributions in terms of model fitting.

TABLE 3
MLE;, K-S, p-value, -2 Log L, AD, CM, DW and AIC statistics for Andrews and Herzberg data.

Dist MLE K-S AIC p-value -2LogL AD CM DW

EEW 4=0.100, 3=—3.475 0.059 2057 0.876 197.7 0.455 0.158 0.149
7 =6.936,1=0.008

EGE 4=0877,4=-0018 0091 211.6 0375 2056 1.056 0.272 0.263
A=0911

GE 4=0866,A=0888 0089 209.6 0404 2056 1.021 0.263 0.257

EW 4=0793,7=1060 0084 211.6 0467 2056 0.955 0.247 0.243
A=0811

E  1=0976 0.089 209.0 0404 207.0 1248 0.247 0.246

W $=0926,A=1010, 0097 210.0 0303 2060 1.122 0279 0.272

08 1.0
1

06

CDF

Density

04

02

0.0

Andrews and Herzberg (1985)

Andrews and Herzberg (1985)

Figure 4 - Plots of fitted PDF and CDF of EEW, EGE, GE, EW, exponential and Weibull models

for Andrews and Herzberg data.
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Andrews and Herzberg (1985) Andrews and Herzberg (1985)

Andrews and Herzberg (1985) Andrews and Herzberg (1985)

1.0

CDF
08
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0.2
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|

Andrews and Herzberg (1985) Andrews and Herzberg (1985)

Figure 5 - Estimated distribution function versus the empirical distribution from the fitted EEW,
EGE, GE, EW, E and Weibull models for Andrews and Herzberg data.
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qq plot for EEW

Sample Quantile
4

Theoretical Quantile

Figure 6 - QQ-plot of EEW model for Andrews and Herzberg data.

6. CONCLUSIONS AND SOME FUTURE WORK

We propose the extended exponentiated Weibull (EEW) distribution to generalized the
extended generalized exponential (EGE) distribution by adding a new shape parameter.
The PDF of the EEW distribution can take various shapes depending on it’s parameter
values. The hazard rate function of the EEW distribution can take 7) increasing, i)
decreasing, 771) unimodal, zv) bathtub and v) decreasing-increasing-decreasing (DID)
shaped, depending on it’s parameter values. Therefore, it is quite flexible and can be
used effectively in modeling survival data and reliability problems. Application of the
EEW distribution to the real data set is given to show that the new distribution provides
consistently better fit than the some of its sub-models. Now a natural question is how to
choose the correct model, i.e. whether we should choose the full four-parameter model
or one of the sub models. As we have mentioned before, we may use some testing of
hypothesis namely whether the shape parameters take some specific values as indicated
in Section 2, or we can use some of the information theoretic criteria to choose the
correct model.

It should be mentioned that in this paper we have mainly discussed about the classical
inference of the unknown parameters. It will be interesting to develop the Bayesian
inference of the unknown parameters. One may think of taking independent gamma
priors of @, y and & and nomal priors on . It is expected that the Bayes estimates or
the associated highest posterior density credible intervals cannot be obtained in closed
form. One my try to use importance sampling method or Markov chain Monte Carlo
methods to compute Bayes estimates and to construct highest posterior density credible
intervals. Another important development can be to provide inference both classical
and Bayesian when we have censored data. More work is needed along these directions.
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APPENDIX

A. HAZARD FUNCTION

To prove Theorems 3, 4 and 5 we need the following Lemma.

LEMMA 11. Let U be a non-negative absolutely continuons random variable with the
PDE, CDF and hazard function as fy;, Fy; and by, respectively. For 6 > O, let us define
V = UY. Then the shape of the hazard function of V will be the same as the shape of the
function g(u)=hy(u)u'=7, for u>0.

PROOF. If we denote the PDF, CDF and the hazard function of V' as f,,(-), F, (")
and by, (-), respectively, then after some calculations, it can be that for v >0

L 116y, (1/6)(1-0
bu(@)= gy (07119010
Since v'/? is an increasing function and it increases from zero to infinity as v increases
from zero to infinity, for 8 > 0, the result follows. O

PROOF (THEOREM 3). First observe that if V ~ EEW(a, 8,7, A), then U = V7 ~
EGE(a, 8, A). Now let us use Lemma 11 with & = 1/y. Using part (b) of Theorem 1
and Lemma 11, the result immediately follows. O

PROOF (THEOREM 4). Using part (a) of Theorem 4 and Lemma 11, the result im-
mediately follows. a

PROOF (THEOREM 5). From Theorem 3, it follows that if U ~ EGE(e, 3, A), then
by () is unimodal. If for # > 0, g(u) = by (u)u'~1/7 then

(1= /)by

/ 1/ 1-1/
/()= iy a7 el

Therefore, the sign of g’(#) will be the same as the sign of

p(u)=hy(u)u +(1—1/y)hy(u).

Since by (#) — Oas u — oo, and y > 1, then p(#) changes sign only once. Hence, b, (v)
is also unimodal. O
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B. THE FIRST DERIVATIVES OF THE LOG-LIKELIHOOD FUNCTION

The first derivatives of the log-likelihood function with respect to @, 3,y and A are given
by

al n L o ~
3, = ;+§log(1 (1=BA)7F),
ol " log(1—BlT) 1 by
. = TN
ﬂ ﬂ ﬂ 111_/8/13}1‘
(Bl
+<a_1)2 ﬁl ﬂ’{y,) ,
=1 1—(1—ﬁ/1yl>ﬁ
Y "o 1 n BAlog(y;)y!
— = —+ log(yi)—(——l) —_—
dy ¥ ; Z —ﬁiyy
n_ Al (1—Bly!
=13 og(y,)y; (1—BAT) ’
= 1—( 1—/5/13)?/)&
ol L n g (1= BTy
R —1) ) e AN Ea—
dA Z ﬁﬂ 7 21 1—(1—BAy))?

The elements of the observed information matrix are
A —n
@ Je2 g2’

22 2i§log(1—ﬁ’1yiy) 1 n Azyfy

I;5= = +(=—1) R
BB 32 B2 I8 ; (1_ﬁ,1yl_y)z
2 log1=BAy]) !
_22 —,B/Iy a_ )i 1—/6/13/3/)5(— B2 _/3(1_5/1%7))2
P (1—(1—BA])7 )
. y Zlog —,3/1)/ lzyizy 2/13}3’
(1=B% 7 B AwE T FaAh])

1—(1—BMy])?

2 log(1=By]) !
_(l_ﬁAyZ/)ﬁ<_ B2 _/3(1_13/13,;)2>2)
—(1—-BX])?
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=
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10(/1:
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U l_ﬂz’“:(_ﬁzﬂog(%)zﬂ _ Blog0i ]
2oyt B TE (1=BY]P 1=Bh]
v Rlogly, a7 (1— BAy] )7
+(a—1)Z(— ’Bl
i=t (1—(1=Bl])7)
(F= DB logl V] (1= BA])7 mog@zu_m
1—(1— X)) 1—(1—BXy)7
2 n 2 ZV
IV,
an i=1 1_16/13}

i T B (A= 1)By (1= BlyT)E
+Ha—1) (—yl (=F%,) — — RSl j:l) ,
Sa-a-puy  1-(-pa)y
1. log1—BAy) Jy)

I e s st = 0
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2u oy (=Bl
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n /By,y

2/ i=1 347 1 “ /Bfly-zy v/
Ig= = -+ =D 2= AT
ST 7 TR DR e g
21, log(1—By)) Ml
Y= Bl )
+(a_1>2( B : A ﬁ/bli)
i=1 (1—(1—BAy])7)?
) 1_ og(1—BAy" Ayl
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T . A i
i=1 (1—( 1—,6/13/
—1)BAlog(y, )y (1— BAyT)7 2 log(yz 1—/3/1y )it
1—( 1—,6/1yf)ﬁ 1—(1—=BA])? .
REFERENCES

E. K. AL-HUSSAINI, M. AHSANULLAH (2015). Exponentiated Distributions. Atlantis
Press, Paris.

D. F. ANDREWS, A. M. HERZBERG (1985). Data: A Collection of Problems from Many
Fields for the Student and Research Worker. Springer, New York.

B. C. ARNOLD, J. M. SARABIA (2018). Families of Lorenz curves. In B. C. ARNOLD, ]J.
M. SARABIA (eds.), Majorization and the Lorenz Order with Applications in Applied
Mathematics and Economics, Springer, Cham, pp. 115-143.

C. E. BONFERRONI (1930). Elementi di Statistica Generale. Seeber, Firenze.

G. CHEN, N. BALAKRISHNAN (1995). A general purpose approximate goodness-of-fit test.
Journal of Quality Technology, 27, pp. 154-161.

K. COORAY, M. M. A. ANANDA (2008). A generalization of the halfnormal distribution
wit applications to lifetime data. Communication in Statistics - Theory and Methods,
37, pp. 1323-1337.

M. H. GAIL, J. L. GASTWIRTH (1978). A scale-free goodness-of-fit test for the exponential
distribution based on the Lorenz curve. Journal of the American Statistical Association,
73, no. 364, pp. 787-793.



394 E. Mahmoud; et al.

M. E. GHITANY (1998). On a recent generalization of gamma distribution. Communica-
tions in Statistics - Theory and Methods, 27, no. 1, pp. 223-233.

G. M. GIORGI, M. CRESCENZI (2001). A look at the Bonferroni inequality measure in a
reliability framework. Statistica, 4, pp. 571-583.

J. A. GREENWOOD, J. M. LANDWEHR, N. C. MATALAS, J. R. WALLIS (1979). Prob-
ability weighted moments: Definition and relation to parameters of several distributions
expressable in inverse form. Water Resources Research, 15, no. 5, pp. 1049-1054.

R. D. GUPTA, D. KUNDU (1999). Generalized exponential distribution. Australian and
New Zealand Journal of Statistics, 41, pp. 173-188.

R.D. GUPTA, D. KUNDU (2007). Generalized exponential distribution: Existing methods

and recent developments. Journal of Statistical Planning and Inference, 137, pp. 3537-
3547.

R. D. GUPTA, D. KUNDU (2011). An extension of the generalized exponential distribu-
tion. Statistical Methodology, 8, pp. 485-496.

R. A.HARVEY, J. D. HAYDEN, P. S. KAMBLE, J. R. BOUCHARD, J. C. HUANG (2017).
A comparison of entropy balance and probability weighting methods to generalize obser-
vational cohorts to a population: A simulation and empirical example. Pharmacoepi-
demiology and Drug Safety, 26, no. 4, pp. 368-377.

J.-R.M.HOSKING (1986). The Theory of Probability Weighted Moments. Research Report
RC12210, IBM Thomas J. Watson Research Center, New York.

S. B. KANG, Y. S. CHO, J. T. HAN, J. KIM (2012). An estimation of the entropy for a
double exponential distribution based on multiply type-1I censored samples. Entropy, 14,
no. 2, pp. 161-173.

S. KAYAL, S. KUMAR (2013). Estimation of the Shannon’s entropy of several shifted expo-
nential populations. Statistics and Probability Letters, 83, no. 4, pp. 1127-1135.

S. KAYAL, S. KUMAR, P. VELLAISAMY (2015). Estimating the Rényi entropy of several

exponential populations. Brazilian Journal of Probability and Statistics, 29, no. 1, pp.
94-111.

E. MAHMOUDI (2011). The beta generalized Pareto distribution with application to life
time data. Mathematics and Computers in Simulation, 81, pp. 2414-2430.

J. M1 (1995). Bathtub failure rate and upside-down bathtub mean residual life. IEEE Trans-
actions on Reliability, 44, no. 3, pp. 388-391.

G. S. MUDHOLKAR, D. K. SRIVASTAVA (1993). Exponentiated Weibull family for
analysing bathtub failure-rate data. IEEE Transactions on Reliability, 42, pp. 299-302.



The Extended Exponentiated Wetbull Distribution 395

G. S. MUDHOLKAR, D. K. SRIVASTAVA, G. D. KOLLIA (1995). A generalization of the
Weibull family: A reanalysis of the bus motor failure data. Technometrics, 37, pp. 436-
445.

G.S. MUDHOLKAR, D. K. SRIVASTAVA, G. D. KOLLIA (1996). A generalization of the
Weibull distribution with application to the analysis of survival data. Journal of the
American Statistical Association, 91, pp. 1575-1585.

M. M. NASSAR, F. H. EISSA (2003). On the exponentiated Weibull distribution, Commu-
nications in Statistics - Theory and Methods, 32, no. 7, pp. 1317-1336.

K. S. PARK (1985). Effect of burn-in on mean residual life. IEEE Transactions on Reliabil-
ity, 34, no. 5, pp. 522-523.

A. RENYI (1961). On measures of entropy and information. In Proceedings of the Fourth
Berkeley Symposium on Mathematical Statistics and Probability, Volume 1: Contribu-
tions to the Theory of Statistics, University of California Press, Berkeley, pp. 547-561.

J. 1. SEO, S. B. KANG (2014). Entropy estimation of generalized half-logistic distribution
(GHLD) based on type-II censored samples. Entropy, 16, no. 1, pp. 443-454.

D. N.SHANBHAG (1970). The characterization of exponential and geometric distributions.
Journal of the American Statistical Association, 65, pp. 1256-1259.

R. SHANKER, K. K. SHUKLA, R. SHANKER, T. A. LEONIDA (2017). A three-parameter
Lindley distribution. American Journal of Mathematics and Statistics, 7, no. 1, pp.
15-26.

C. E. SHANNON (1948). A mathematical theory of communication. Bell System Techni-
cal Journal, 27, pp. 379-423.

R. L. SMITH (1985). Maximum likelihood in a class of non-regular cases. Biometrika, 72,
pp- 67-90.

J. G. SURLES, W. J. PADGETT (2001). Inference for reliability and stress-strength for a
scaled Burr type X distribution. Lifetime and Data Analysis, 7, pp. 187-200.

L. C. TANG, Y. LU, E. P. CHEW (1999). Mean residual life distributions. IEEE Transac-
tions on Reliability, 48, no. 1, pp. 73-68.

A.P. TARKO (2018). Estimating the expected number of crashes with traffic conflicts and
the Lomax distribution - A theoretical and numerical exploration. Accident, Analysis
and Prevention, 113, pp. 63-73.

G. S. WATSON (1961). Goodness-of-fit tests on a circle. Biometrika, 48, pp. 109-114.



396 E. Mahmoud; et al.

SUMMARY

In this paper, we introduce a univariate four-parameter distribution. Several known distributions
like exponentiated Weibull or extended generalized exponential distribution can be obtained as
special case of this distribution. The new distribution is quite flexible and can be used quite effec-
tively in analysing survival or reliability data. It can have a decreasing, increasing, decreasing-
increasing-decreasing (DID), upside-down bathtub (unimodal) and bathtub-shaped failure rate
function depending on its parameters. We provide a comprehensive account of the mathemat-
ical properties of the new distribution. In particular, we derive expressions for the moments,
mean deviations, Rényi and Shannon entropy. We discuss maximum likelihood estimation of
the unknown parameters of the new model for censored and complete sample using the profile
and modified likelihood functions. One empirical application of the new model to real data are
presented for illustrative purposes.

Keywords: Probability weighted moments; Rényi and Shannon entropy; Extended generalized
exponential distribution; Regular family of distributions.



