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1. INTRODUCTION

The reliability function R(z) is defined as the probability of failure-free operation un-
til time ¢. Thus, if the random variable (rv) X denotes lifetime of an item or system,
then R(¢) = P(X > t). Another measure of reliability under stress-strength set-up is
the probability P = P(X > Y), which represents the reliability of item or system of
random strength X subject to random stress Y. Various author have considered the
problem of point estimation of R(¢) and P under censoring and complete sample cases
for various distributions. For a brief review, one may refer to Pugh (1963), Basu (1964),
Bartholomew (1957, 1963), Tong (1974, 1975), Johnson (1975), Kelley ez al. (1976), Sathe
and Shah (1981), Chao (1982), Constantine et l. (1986), Awad and Gharraf (1986), Tyagi
and Bhattacharya (1989a,b), Chaturvedi and Rani (1997, 1998), Chaturvedi and Surinder
(1999), Chaturvedi and Tomer (2002); Chaturvedi et al. (2002); Chaturvedi and Tomer
(2003),Chaturvedi and Singh (2006, 2008),Chaturvedi and Vyas (2017) and others.

The two parameter Burr XII distribution was firstly introduced by Burr (1942). Its
cumulative distribution function (cdf) and probability distribution function (pdf) with
parameters ¢ and k are given by

F(x;k,c)=1—(1+x*;x>0,¢c,k>0 (1)
and

f(x;/e,c):/ecx‘_l(1+xc)_(k+1);x>O,c,k>0. )
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The Burr XII distribution (Burr, 1942) is very useful in reliability analysis as a more
flexible alternative to Weibull distribution. In the last few years various authors have
developed inferential procedures for the parameters of this distribution. To cite a few
one may refer to Wingo (1983, 1993), Wang et al. (1996), Zimmer et al. (1998), Wang and
Shi (2010). Wingo (1983) introduced the maximum likelihood methods for fitting the
Burr X1I distribution to complete data. He also obtained the ML estimators of Burr XII
distribution under type II censoring (Wingo, 1993). Wang et al. (1996) obtained the ML
estimators for the parameters of Burr XII distribution for censored as well as uncensored
data. Wang and Shi (2010) developed the empirical Bayes estimators for the parameters
of Burr XTI distribution based on records.

In the present article we propose a three parameter Burr distribution by introducing
a scale parameter say « in (1) and (2). Three-parameter form of Burr XII distribution
is a generalization of the log-logistic distribution (Shao, 2004). Shao (2004) investigated
for the asymptotic properties of distribution function of three parameter Burr distribu-
tion. He also discussed various properties of ML estimators of the parameters of three
parameter Burr distribution. Chaturvedi and Malhotra (2017) have recently proposed
point and interval estimators of parameters and reliability functions of three parameter
Burr distribution based on records. They also developed testing procedures for different
statistical hypotheses.

The present article is devoted to the development of inferential procedures for the
parameters as well as reliability measures of three parameter Burr distribution under
type Il and type I censoring schemes. The structure of article is as follows. In Section
2, we discuss the model of a three parameter Burr distribution. In Section 3 and 4, we
provide point estimators of parameters and reliability function under type II and type
I censoring, respectively. As far as the estimation procedures are concerned, UMVU
and ML estimators are derived. Some confidence intervals are also provided for the
estimators of parameters. In Section 5, testing procedures are developed for various
statistical hypotheses. Finally in Section 6 we present some numerical findings and in
Section 7 we give some remarks and conclusions.

2. THE MODEL

A random variable X is said to have a three parameter Burr distribution if its pdf and
cdf are given by

Bex! ¢\ —(k+1)
f(x;kyc,a)= o <1+x—> ;x>0,k,c,a>0 (3)
a
and
c\—k
F(x;/e,c,a):l—(l—l—x—) ;>0,k,c,a>0. 4)
a

From (4), the reliability function R(¢) is given by



Classical Reliabiliry Estimation of Three parameter Burr Distribution 209

R(t)= <1+ t—c>k. ®)

a

From (3) and (5), the hazard rate is given by

_m _ kcret
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Hazard rate is plotted in Figure 1 for different values of parameter k, other two
parameters ¢ and a remaining fixed.
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Figure 1 - Hazard rate for c =2 and a = 3.

3. ESTIMATION UNDER TYPE-II CENSORING

Let 7 items are put an a life test and failure times of first 7 units are observed. Let X(;) <
X(z) < X(3) <..< X(,),(O < r < n) be the lifetimes of first r units. Obviously, (7 — 1)
%tems survived until X(r). The joint pdf of 7 order statistics X(1) < X(z) < X(s) <...< X(n)
is

F (X1 X(2)s e X3 s €5 @) _n'l_[f pksc, ). @)
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Rewrite (3) as follows

c—1 c
f(x;kyc,a)= kacexp (—/e log<1 + x—));x >0,k,c,a>0. 8)
a(l-l— ;) a
Using (8) in (7) we have
kc\” & x(cgl XG)
J (1) X(2)p oo Xy s 0, ) = 1! <—> l_[ ——~exp <—/e log<1 + —>> .09
@/ iz <1 + %) a

The joint pdf of X;) < X;) < X35, < ... £ X, is obtained by integrating out X, , ;) <
X412y < o £ X, from (9), which leads us to

c—1

Fx Xy Xy ercra) = — (ﬁyﬁ S0 exp(—kS,),  (10)

where . .
y ) loo| 14 )
S,=> log{ 1+ — |+ (n— +— .
, ; og| 1+~ | +(n—r)log( 1+—
LEMMA 1. S, is complete and sufficient for the distribution given at (3). Moreover, the
pdf of S, is given by
k r
Ji(s,3k) = =5/ exp(—ks, ). (11)
Tr
PROOF. It follows from (10) and factorization theorem, that S, is sufficient for k.
It is complete also as its distribution belongs to exponential family. Since F(x;;k,c, ) is
uniform over (0,1), U, = F(x;; k, ¢, a) is also uniform over (0, 1) and so y; = log <1 + %)
follows exponential distribution with mean life (1/k). Let us consider the transforma-
tionZ, =(n—i+1) {Y(i) — Y<l-71)} ,1=1,2,..,7. Obviously, >7_, Z; =S,. Since Zs
are exponential random variables with mean life (1/k), using the additive property of
gamma variates S, ~ y(1/k, ) and the pdf of S, is given by (11). )

The following theorem provides the UMVUE of powers of k.
THEOREM 2. For p € (—o0,00)(p #0), the UMVUE of k? is given by

{wep)s” (r<n)

r _
k][ -

0, otherwise.
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PROOF. Theorem follows from Lemma 1 and using the fact that

r(r_p>kp
L(p)

E($7")=

Next theorem provides the UMVUE of R(z).

THEOREM 3. The UMVUE of R(t) is given by

<1— w)f—l , log(l + %) <8,

0, otherwise.

§11<t):

PROOEF. From (5) we have

R(t)

c\—k
(+5)
a
tC
= exp {—/elog <1+ ;)}

= i (_:)i {/elog <1 + §>}i.

i—o

Using Lemma 1 of Chaturvedi and Tomer (2002), we have

R,,(t):i <_}>i {log<1+ g>}i/%;',.

1=0 L

Theorem follows now on using Theorem 1. O
The UMVUE of the pdf f(x;k,c,a) given at (3) is provided in the next corollary.

COROLLARY 4. The UMVUE of sampled pdf f (x; k, c,a) at a specified point x is given

— c— 1 x¢ r—2 .
£ %Q_ 0g(;+a)> ) 10g<1+%><sr
fr(xsk,c,a) = a(1+5)s, i

0, otherwise.
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PROOF. The expectation of [ ]};[(x; k,c,a)dx with respect to S, is R(t). Thus

En(t) :f ﬁ,(x;/e,c,a)dx
t

or
~ dR,, ()
f,,(t;/e,c,a):—#. (12)
The result now follows from Theorem 3 and (12). O

Let X and Y be two independent random variables following the classes of distribu-
tions f(x;k,,¢;,a,) and f5(v;ky, ¢y, @), respectively, where

k o—1 x¢
filxskyycap) = foexp <—/e1 log<1 + a—1>>;x >0,ky,cp,a, >0
a1<1+a—1> 1
and
k c o—1 c
Hskycpay) = % exp <—/e2 log<1 + y—2>> 59 >0,ky,cp,0, >0.
2 (1+2) 2

Let 7 items on X and m items on Y are put on a life test and failure times of first 7,
and 7, units are observed on X and Y respectively. From Corollary (4), it follows that
the UMVUE’s of f(x;k,,c,;a,) and f,(y; k,,¢,,2,) at specified points x and y are given
by

X1 r—2
(r=Dex ™! <1 — 10g<;+ “ >> y log(l + %) < Srl

~ x1 R
fir(xskyyeppap) = al(H?)S’l 1
0, otherwise.

and

2

2 7,—2
(r—eyy2! <1 _ IOg(lTer“z >> , log(l + ya_zz) < Trz

~ oy :
frr(skysepa,) = 0’2<1+ )T )

0, otherwise.

In the next theorem, we provide the UMVUE of stress strength reliability P.
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THEOREM 5. The UMVUE of P is given by

(n=1[, (1=2)"" {1 =Sy 10%{1 +a7" (2, (exp(2T,, — 1)»% }}71_1 dz,
i a1<exp(571—1)%)< , <exp(T72_1)c )
(

}e
)

SIS

c

Sle

(r,— 1)f01(1 —z)7? {1—3;1 log{l +a;"(a, (exp(zTrZ — 1)))
i oy (exp(S, =17 ) > o (exp(T, — 1)

5l

Q
where U = —Tgl log {1 +a,! (al (exp (zS,1 — 1))) “ }
PROOF. From the arguments similar to those adopted in Corollary 4
PII:J finr(xs ks s @0) for (93455 €35 @5 )d xdy
y=0J x=y

= J Elll(?’) {;_djézu(y)} dy
y Y

=0

where i = min{ (,(exp(S,, 1)) (2 exp(T,, —1) |

When 1 = (3, (exp5, 1) porting L7 ) =i (1), e g
]

U

a

(1—z)? {1 — SZl log {1 +a;! <a2 (exp(zTr2 — 1)))6 }}71_1 dz
(14)

Py=(n-

0o

1

When M = (a2 (exp( T, — 1)))5 for the same transformation of variables, we get

1

By = (1) f (=2 {15, Mo { 1+ (az(exp<zn—1>))3}}”1dz (15)

[

Theorem follows now on combining (14) and (15). O
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COROLLARY 6. When X and Y belong to the same families of distributions (X and
Y are independent random variables)

S’l

I r—1
(7’2—1)f0772 (1—2)72—2{1—%2} dz, l’fS,,1 < Trz

~ ‘V1
P =

(r,—1) [ (1= 22 {1_ ?—z} dz, iS,>T,.

3.1.  Maximum likelihood estimation

3.1.1. When c and  are known
In the following theorem, we derive the MLE’s of powers of k.

THEOREM 7. For p € (—oo,00)(p #0), the MLE of k? is given by

PROOF. Taking natural logarithm of the both sides of (10), differentiating it with
respect to k, equating the differential coefficient equal to zero and solving for k, we get

A r
n=y
The result now follows from the invariance property of MLE’s. a

THEOREM 8. The MLE of reliability function R(t) is given by
~ r t€
R, (t)=exp {—— log<1 + —>} .
S, a

PROOF. The result follows from the expression of R(t), Theorem 7 and the invari-
ance property of the MLE. O

COROLLARY 9. The MLE of the pdf f(x;k,c,a) at a specified point x is

c—1

fr(xskyc,a) a<1+%>57 exp 3 og ~

PROOF. The proof is similar to that of Corollary 4. O
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THEOREM 10. The MLE of P is given by

a

B expd —iog 142 NP ER N P
1= exp S og| 1+a, | ay| exp e "az.
o 7 7>

Py, :J Jrr(xskysepsay) for(vs Rys gy 20)d xdy
y

=0 x=y

- f ) ﬁl,xy){;—jﬁm(y)}dy

=0
o c o—1 c
:J exp{—;—llog<l+y—1>}%exp{—;—zlog<l+y—z>}dy.
y=0 7 q a (1 + 0!_2) Tr2 7, %)

Theorem now follows on substituting Tr—fz log(l + ya%) =z. O

COROLLARY 11. When X and Y belong to same families of distributions (X and Y are
independent random variables)
= rZSrl
Pyp=——
nS, +nT,

3.1.2. When c and a are unknown
From (10), the log-likelihood is given by

] 7
LogL = 1og{(n i-r)! } +7rlogk+rlogc—rloga+(c— l)glog(x(i)) )

—Zlog(l + x—g)—kSr.
=1 a

Differentiating w.r.t. k, ¢, and @ and equating to 0 we get following three equations

,
——85 =0 18
7S (18)
: - xt, log(x) € log(x,)
1+Zlog(x(l-))—(/e+1)2“—;)—16(72—;’) (r) — =0 (19)
- i=1 a(l-l—%) a<1+ ul

a
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EH1) < X X,
—1+( +1) ()L_ +k ()C =0. (20)
C R )
From (18), we have the MLE of & as follows
Ny
k= —. 21
=1 @

MLE’s of ¢ and « (say ¢}; and @};) can be obtained by solving (19) and (20) simulta-
neously and using (21).

THEOREM 12. The MLE of R(t) is given by

k\”(t) =exp {—Sllog<1 + %)}

7

PROOF. Theorem follows from expression of R(z) on using MLE of &, ¢ and a and
invariance property of MLE’s. O

COROLLARY 13. The MLE of the pdf f (x;k,c,a) at a specified point x is

-~ AL .C—1 2
&(1—}—%)5, S, &
THEOREM 14. The MLE of P is given by

~ oo zT, 3
P”:f exp —Sr—llog 1447 <&2 <exp< . 2>—1>> e *dz.
0 7y 2

PROOF. Theorem follows from Theorem (10) and invariance property of MLE’s.O]

3.2.  Interval estimation

The Fisher’s information matrix is given by

8 logL  8%logL  8?logL
Sa? Sadc Sadk
_ 8%logl  8%logl  8%logL
1(0)_ £ Scda Sc? Scdk
8 logL  8%logL  8?loglL

Skda Skdc Sk2

where 8 =[k,c,a]". Since it is difficult to obtain the above expectations, we use the ob-
served information matrix by dropping the expectation sign. The asymptotic variance-

A A A A A
covariance matrix is the inverse of 1(#) where 8 = (k, ¢,&)” . Let us denote by a2(k), o2(¢)
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and 02( ) be the estimated variances of ,¢ and & respectively. Using the asymptotlc
normality of MLE’s the 100(1 — €)% confidence intervals for k,c and a are given by

(k=718 (k). k+Z,y6 ().~ 2,18 (8), 6 +Z,1,6(8) and (3 —Z,,6(8), 6+ Z, 1,8 (&)
respectively where Z, /, is the upper 100(1— ¢) percentile point of standard normal dis-
tribution.

4. ESTIMATION UNDER TYPE-I CENSORING

Let0< X(1) < X<2) <..< X(n) be the failure times of 7 items under test and lifetime of
each item has the pdf given by (2). Test begins at time 0 and operates till X ;) = xy), the

first failure time. Failed item is replaced by a new one and system operates further till
X5) = X(2), and so on. The experiment is terminated at time Z,.

THEOREM 15. If N(z,) be the number of items that failed before time t,, then

exp {—nklog(l + %)} {nklog(l + %)}r

7!

P[N(t,)=7/t]=

PROOEF. For Y( )55 : =1,2,...,n defined in Section 2, lest us make the transformation
Wy =, Wa = iy =g Wy = ¥y = Yoy
We have shown that W/s are i.i.d. rv’s having exponential distribution with mean (1/).
By the definition of N(z,)

(22)

PIN(t,) =7/t,)
PXy) < t,]— P[X(yp < 1,]

ts t¢
P[Yu Slog<1+—°>]—P[Y<r+1> Slog(l-l—;O)]

r+1 r c
_P[nkZW >nklog<1+ )]—P[n/eZWiZn/elog<1+t_°>:|.
=1 a

1=1

S

Using a result of Patel, Kapadia and Owen (1976, pp. 244), we have
P[N(t,)=r7/t,]
1 o 1
= f oul - J w e du
F(r + 1) nklog(l-k%) r n/elog 1+

b1 ) [ s el 5 P

j=0 ' j=0 7t
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and the theorem follows. O

THEOREM 16. For p € (0, 00), the UMVUE of k? is given by

(r {nklog(l—i— )} " fp<r

0, otherwise.

&
[l

PROOF. It follows from (22) and factorization theorem that 7 is complete and suf-
ficient for a. The theorem now follows from the result that

E[r(r—1)(r—p+1)]= {n/elog(l 4 %)}p

O
THEOREM 17. The UMVUE of R(t) is given by
- |: ——log(H?té) ] , iﬂO%(ﬁI—%)Snlog(l—%—%)
R](l) — nlog<1+?>
0, otherwise.
PROOF. Using Theorem (16)
El(t) = exp <1+ >}
) 1 i
= Z {log<1+ >} k;
1=0 !
r oy log(l + %) l
_ sy (] e9)
=0 n log(l + ;)
and the theorem follows. O

COROLLARY 18. The UMVUE of the sampled pdf at a specified point x is

rex! 1— 10g<1+ n ) !
~ ”“103(1'*‘%)(14'%) nlog(l-}—%)
fi(xsk,c,a) = iflog(l—l—%)ﬁnlog(l-i-%)

0, otherwise.
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PROOF. Theorem follows from Theorem (17) and the techniques adopted in the
proof of Corollary (4). O

As in Section 3, let X and Y be two independent rv’s following the classes of distri-
butions f;(x;ky, ¢, ay) and f,(y;k,, ¢y, ,), respectively. Let 7 items on X and m items
on Y are put on life tests and 7, and 7, be the number of failures before time ¢, and ¢,,
respectively. It follows from Corollary (18) that the UMVUE’s of f(x;k,,¢;,2,) and
F(3ky, ¢y, ,) at a specified point x and y respectively, are given by

r—1

o log<1+ %)

nallog(l—l—%)(l—}-%) nlog(l—i—%)

o—1
ri61x 1

ﬁ(x§k1’c1’a1):

and

~ o1 log (142>
I CHN Tzczym o _<—“2ﬂ>
mazlog(1+a&2)<1+%) mlog<1+a°—z)

In the next theorem, we provide the UMVUE of P.
THEOREM 19. The UMVUE of P is given by

where
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COROLLARY 20. When X and Y belong to the same families of distributions (X and Y
are independent random variables)

oo nlr—ay T (1= 22) dz, if m>n
U nflam i i man

4.1.  Maximum likelihood estimation

4.1.1.  When ¢ and a are known
In the following theorem, we derive the MLE’s of powers of k.

THEOREM 21. For p € (—o0,00)(p #0), the MLE of k? is given by

r
Ay r
k= nlog(l—i—%)

PROOF. Taking natural logarithm of the both sides of (22), differentiating it with
respect to k, equating the differential coefficient equal to zero and solving for k, we get

A r

"\ log<1 + %)
The result now follows from the invariance property of MLE’s. m]

THEOREM 22. The MLE of reliability function R(¢) is given by

N rlog(1+ ;—[
R;(t) =exp _<—f>
nlog ( 1+2 )
PROOF. The result follows from the expression of R(¢), Theorem 21 and the invari-
ance property of the MLE. O
COROLLARY 23. The MLE of the pdf f (x; k,c,a) at a specified point x is

Y _ rext! 710g<1+%>
fl(x’k’c’a)_a(1+§)nlog<1+%>exp _m

PROOF. The proof is similar to that of Corollary 4. O
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THEOREM 24. The MLE of P is given by

_ . o _
mlog 1+t:—“ z 2
riln{ 1+a7'{ a, <exp <¥> — 1>
ﬁ, :J exp | — - e ’dz
0 nlog<1 + %)
PROOF.
Py :J Ju(xskysepsay) for(vsRys py2y)d xdy
y=0J x=y
o0 R _d ~
= | RyO)y 7-Ruly)dy
y=0 y
[e) 7 ln<1+£> rzczycz—l
:J EXp 4§ — K o o
0 nln<1+aL> a2(1+9;—>mln(l+§>
1 2 2
roIn(1+ 3;2
exp{ — ’ ( [22> dy. (23)
mln(l + t—)
. . rzln<1+ya£>
Theorem now follows on substituting ——3<% = z. O
mln(l-&-[:—;)

COROLLARY 25. When X and Y belong to same families of distributions (X and Y are
independent random variables)
L
mr +nr,

4.1.2.  When c and a are unknown
From (22), the log-likelihood is given by

logP = {—nklog<1 + t—0>} + rlog{nklog(l + t—°>} —logr!. (24)
a a

Differentiating (24) with respect to k,c and a and equating to O we get the following
equations
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ty
—n log<1 + —>
a

nktf rnktS

.
+- =0
k

a2<1+ %) a2<1—|— %)nklog(l-l— %)

—nktlogt, rtilogt,

a(l—l—%)

a<1+ %)bg(l-i- %)

25)

(26)

27)

Solving the above equations simultaneously using the numerical techniques we get the

MLE’s of k, ¢ and @ say /2, ¢anda.

THEOREM 26. The MLE of reliability function R(t) is given by

~

Ry(t)=exp

rlog<1+%)

t
nlog<1+ ;)

COROLLARY 27. The MLE of the pdf f (x; k,c,a) at a specified point x is

réxt

THEOREM 28. The MLE of P is given by

riln{ 1+47"

&(1+%)nlog(1+%’e) o

rlog(l + %C)

nlog<1+ %)

4.2, Interval estimation

The Fisher’s information matrix is given by

S%logl  8%logl  &%logL
Sa? Sadc Sadk
— S%logl  8%logl  &*loglL
](6)_ £ Scda Sc? Scdk ’
S%logl  8%logl  &*loglL
SkSa SkSc Sk?

e ’dz.
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where 8 = [k, c,a]. Since it is difficult to obtain the above expectations, we use the ob-
served information matrix by dropplng the expectatlon sign. The asymptotlc Varlance-
covariance matrix is the inverse of](@) where § = (/e ¢,4)T. Let us denote by az(le) 02(6)

and cTAZ( @) be the estimated variances of ,¢ and & respectively. Using the asymptotlc
normahty of MLE’s the 100(1 — €)% conﬁdence intervals for k,c and @ are given by

(/e Z /20(/€> btz /Zcr( )) (€—Z.,6(¢),¢+Zy0(¢)) and (a—Z,,6(&),a+Z, ,6(&))
respectively where Z_, is the upper 100(1 — ¢) percentile point of standard normal dis-
tribution.

5. TESTING PROCEDURES FOR DIFFERENT STATISTICAL HYPOTHESES

In this section, we develop the test procedure for testing statistical hypotheses for the
parameter k and P. Suppose we want to test the hypothesis H, : k = k, against the
alternative H, : k # k, under type II censoring. From (10)

r c—1

Supy, L(k|x) = n(n—1)...(n —7 +1) { %} l_[ X; — exp(—k,S,)
i=1 1+ j

and
SupyL(k|x)=n(n—1)...,n—7r+1) <SL> exp(—7).

The likelihood ratio is given by

,
A

A= (222) expla, +7) e8)

r

The first term on the right side of (28) is monotonically increasing inS, whereas

the second one is monotonically decreasing. Using the fact tha > and

denoting by [3 the probability of type I error, the critical region is glven by

{O<Sr</10}U{/1/O<S, < oo}

k
%:;@(1—%}

.k
-5 (9)

For type I censoring, a similar procedure can be used to find the critical region. De-

where

and

noting by 7, a poisson rv with parameter nk log (1 + %‘E) The critical region is given by

{r <Ajorr> /il }, 7 follows a Poisson distribution with parameter {n/e log<1 + %")}
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Now suppose we want to test the null hypothesis H, : k < k, against H, : B > k,
under type II censoring. It is easy to see that the family of sampled pdf has monotonic
likelihood in S, . Thus, the uniformly most powerful critical region is given by

S, < Ay

where
’
4

k
A= ?O)(zzr(l —p)

Under type I censoring, the critical region is r > /il, where P(r > /il) =p.
Now suppose we want to test the null hypothesis H, : P = P, against H, : P # P,
under type II censoring. It is easy to see that

ks
P=—"—,
ki +k,
for ¢, = ¢, and @, = a,. For § = 1f—°PO,HO is equivalent to H : k; = 8'k,, so that

H, :k, # 8k,. For a generic? constant 7

L(ky,ky |x,y) =7k ) byt exp {—(k,S,, +k,T,)}
Under H,

? :8(”14‘7’2) - (ri+7,)
117 8571_'_7-;2’ 217 SSVI_I_Trz'

Thus

7
(s, +T,/8)"""

Supy;, Lk, ke |x,y) = exp(—(ry + 7).

Over the entire parametric space © = {(k,, k,) /k,,k, > 0}

n
Supo (ki k [1,7) = s exp (—(ri +72)).
non
;’1 follows :;_/]:TFZH 2, () where F, (), is the F-statistic with
2
(a,b) degrees of freedom, the critical region is given by

On using the fact that

2 By generic constant we represent here a group of normalizing constants which includes all
constants arising at each step. This help us to get rid of writing different normalizing constants
at each step.
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where

and

6. NUMERICAL FINDINGS

In this section we obtained estimates of parameters and reliability functions for simu-
lated as well as real data. Result obtained for two different censoring schemes has been
verified here. Estimates of reliability functions has been obtained and compared for
different sample sizes and has been represented in tabulated form.

Firstly we verified results obtained under type-II censoring. We generated 10,000
samples of size 50 each from the distribution given in (3) with @ = 3;¢ = 2;k = 1 using
inverse transform sampling and obtained estimates of & and R(¢) by setting » = 35,
p =1, t = 0.75(in hours). These estimates are provided in Table 1 (see Appendix).
The sampled pdf f(x), MLE and UMVUE of f(x) are plotted in Figure 2 between the
interval [0,1]. Next we generated 1,000 samples of sizes 30 and 40 respectively each from
the distribution given at (3) with oy = a, =3;7 =30;m =40;¢c;, = ¢, =2.5;k; =k, = 1.
Estimates of stress-strength reliability P = P(X > Y') are obtained by setting » = 19 and
s = 30 respectively. Estimates of P are: [IS,IN’] =[0.494745,0.497046]. Value of P based
on the samples is found to be 0.5. Similar calculations have been carried out under type
I censoring scheme. Estimates of & and R(t) have been obtained by setting z, = 1.5,
p =1, t =0.75 (in hours). These estimates are provided in Table 2. The sampled pdf
f(x), MLE and UMVUE of f(x) are plotted in Figure 3 between the interval [0,1].
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Figure 2 - MLE and UMVUE of sampled pdf.
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Figure 3 - MLE and UMV UE of sampled pdf.

Estimates of stress-strength reliability P = P(X > Y) are obtained by setting ¢, =
3.5, ty = 4 respectively. Estimates of P are: [13,13] = [0.50112,0.499922]. Value of P
based on the samples is found to be 0.5.

For checking the authenticity of tests derived in Section 5, we generated a sample of
size 50 with @ = 3;¢ = 2; k = 1 using inverse transform sampling. The null hypothesis
to be tested is Hy : k = 1 against H, : k # 1. Setting » = 35, the value of test statistic i.e.
s, comes out to be 26.9556. Using the chi-square table, at 5 percent level of significance,
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the values of A, and /1/0 come out to be 24.3788 and 47.5116 respectively. Hence we may
accept the null hypothesis.

Let us suppose the null hypothesis to be tested is H, : k£ < 1 against H, : k > 1.
Setting r = 35, the value of test statistic i.e. s, comes out to be 26.9556. Using the chi-

square table, at 5 percent level of significance, the value of /1,0 comes out to be 25.8696.
Hence we may accept the null hypothesis.

Now let us suppose we want to test the null hypothesis H, : P = P, against H, :
P # P,. We generated two samples of size 30 and 40 respectively with a; = a, =3;7 =
30;m = 40;¢; = ¢, = 2.5;k; = k, = 1. Setting r = 19; s = 30, the value of test statistic
S,/ T, is found to be 0.8591. Using the F-table, the values of A, and /1’2 are calculated as
0.3472 and 1.1119 respectively at 5 percent level of significance. Hence we may accept the
null hypothesis. The similar calculations may be done for testing the above hypotheses
under type-I censoring scheme.

We constructed Table 5 to compare the performance of two estimators of reliability
function R(t) for different (7, r) and ¢ under type-II censoring. The similar compari-
son has been done under type-I censoring scheme in Table 6. We constructed Table 7
and Table 8, which contain estimates of k£ and R(¢) obtained under type II and type I
censoring respectively for decreasing number of observed failures and sample size 100.

Next we considered an example of real data. This data consists the maximum flood
levels (in millions of cubic feet per second) for the Susquehanna River of Harrisburg
over 20 four-year periods (Dumonceaux and Antle, 1973). This data can also be found
in (Cheng and Amin, 1981, 1983): (0.654 0.613 0.315 0.449 0.297 0.402 0.379 0.423 0.379
0.32350.269 0.740 0.418 0.412 0.494 0.416 0.338 0.392 0.484 0.265.)

(Shao, 2004) has showed in his paper that the three-parameter Burr distribution fits
this data better in comparison to Weibull and Pareto distributions. He provided the

MLE of k, ¢ and « as follows [é,cA, @] =1[0.142,6.434,1350.844].

Under type-II censoring scheme, we obtained estimates of £ and R(t), MSE and
variance by setting 7 = 15; t = 0.5 (in hours). These estimates are given in Table 3.
Under type-I censoring scheme,we obtained estimates of £ and R(t), MSE and variance
by setting ¢, =5; t = 0.5 (in hours). These estimates are given in Table 4.

7. REMARKS AND CONCLUSION

Seeing Figure 1 we observed that hazard rate is a decreasing function of ¢ for every value
of k. From Figure 2 and Figure 3 it is evident that the estimators of sampled pdf obtained
under type II censoring fit better to the actual model than the estimators of sampled pdf
obtained under type I censoring. From Table 5 and Table 6 it is clear that estimators ob-
tained under type-II censoring perform better than the estimators obtained under type-
I censoring. Seeing Table 7 and Table 8, we observed that MSE and variance increase
rapidly as we decrease the number of observed failures in the case of type I censoring
as compared to type II censoring. Hence we conclude that estimated accuracy affects
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much in the case of type I censoring when the number of observed failures decreases as
compared to type II censoring.
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APPENDIX

TABLES

TABLE 1
Estimates of k and R(t), variance and MSE under type Il censoring.
k 1.031713
k 1.002236
R(t) 0.841788
R(t)  0.842105
R(t) 0.83793
SE[R(t)] 0.000682
[R(t)] 0.00064
TABLE 2
Estimates of k and R(t), variance and MSE under type I censoring.
k 1.306162
E 0.494053
R(t) 0.842105
R(t) 0799042
R(t) 0.79854
SE[R(t)] 0.002011
[R(t)] 0.002056
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TABLE 3
Estimates of k and R(t), variance and MSE under type Il censoring.
b 0.100231
2 0.093549
R(t) 0.999466
R(2) 0.999623
R(t) 0.999648

MSE[R(1)] 2.471063¢-08
VIR(t)]  3.324842¢08

TABLE 4
Estimates of k and R(t), variance and MSE under type I censoring.
A 0.092043
k 0.092043
R(t) 0.999465
R(1) 0.970877
R(N ). 0.970852

%

(t)] 0.0008172771
t)]  0.0008187055

—~2

SE[
V[R




TABLE 5
Estimates of R(t) and B, corresponding variances and MSE for different (n, 7).

(n,r) (30,19) (40,30) (50,35)

Rty R(t) V(R(t) MSER(r) R(t) R(t) V(R(t) MSER() R(t) Rit) V(R() MSER(t)

-t

1 0.9140 0.9097 8.21E-05 0.0001796  0.9066 0.9037  0.000270 0.0003738  0.9197 09175 1.16E-05 3.10E-05
2 0.8240 0.8161 3.28E-04  0.0006777  0.8099 0.8047 0.0010361  0.0014001  0.8352 0.8312 4.70E-05 1.18E-04
3 0.7223 0.7116 7.65E-04 0.001475 0.7020 0.6951 0.0023021 0.0030193 0.7394 0.7339 1.12E-04 2.60E-04
4 0.6213 0.6090 1.32E-03  0.0023514  0.5963 0.5885 0.0037529  0.0047631 0.6435 0.6370 1.98E-04 4.20E-04
5 0.5282 0.5159 1.87E-03 0.003085 0.5005 0.4928 0.0050369  0.0061803  0.5545 0.5478 2.88E-04 5.59E-04
6 0.4466 0.4352 2.33E-03  0.0035631 0.4177 0.4108 0.0059475  0.0070587  0.4756 0.4692 3.69E-04 6.56E-04
7 0.3771 03671 2.65E-03  0.0037786  0.3483 0.3425 0.0064399  0.0074030  0.4078 0.4020 4.32E-04 7.06E-04
8 0.3188 0.3106 2.84E-03  0.0037815 0.2910 0.2865 0.0065704  0.0073294  0.3503 0.3453  4.74E-04 7.17E-04
9 0.2703 0.2640 291E-03  0.0036375  0.2441 0.2408 0.0064327  0.0069777  0.3020 0.2979 4.98E-04 6.99E-04
10 0.2302 0.2257 2.89E-03  0.0034053 0.2058 0.2036  0.0061194  0.0064681 0.2615 0.2583  5.06E-04 6.64E-04
TABLE 6
Estimates of R(t) and P, corresponding variances and MSE for different (n, t,).
(0,25 (50,4.5) (40,3.5) (30,2.5)
t  R(t) R(t) V®() MSER(:) R(t) R(t) VQR{r) MSER() R R(t) VR{E) MSER(®))
1 0.8836  0.8837  1.78E-02 1.78E-02 0.8563 0.8566  1.12E-02 1.13E-02 0.8500 0.8506  1.0E-02 1.01E-02
2 0.6938 0.6948 7.03E-02 7.08E-02 0.6319 0.6338 4.13E-02 4.21E-02 0.6171 0.6209  3.55E-02 3.70E-02
3 0.5489 0.5511 8.93E-02 9.06E-02 0.4704 0.4742 4.85E-02 5.02E-02 0.4510 0.4585 4.04E-02 4.34E-02
4 0.4491 0.4524  8.48E-02 8.67E-02 0.3651 0.3703  4.29E-02 4.51E-02 0.3438 0.3541 3.45E-02 3.84E-02
5 0.3789 0.3829 7.38E-02 7.60E-02 0.2943  0.3006  3.50E-02 3.74E-02 0.2726  0.2847  2.73E-02 3.15E-02
6 0.3275 0.3321 5.32E-02 6.51E-02 0.2446  0.2515 2.81E-02 3.04E-02 0.2230 0.2363 2.13E-02 2.54E-02
7 0.2884 0.2935 6.27E-02 5.55E-02 0.2081 0.2154 2.26E-02 2.48E-02 0.1871 0.2010 1.67E-02 2.05E-02
8 0.2578 0.2632  4.53E-02 4.77E-02 0.1804 0.1880 1.83E-02 2.05E-02 0.1600 0.1743  1.32E-02 1.67E-02
9 0.2332  0.2388  3.9E-02 4.12E-02 0.1587 0.1664 1.51E-02 1.7E-02 0.1390 0.1535 1.06E-02 1.38E-02
10 0.2130 0.2188  3.38E-02 3.59E-02 0.1413  0.1491 1.25E-02 1.44E-02 0.1223  0.1368  8.68E-03 1.16E-02

UOINGLUISI(T 441G 4219UvAvd d24¢(] Jo u013pUnIss (32[1GV1jaY] [vI155P]0)

1€C
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TABLE 7
Estimates of k and R(t) for different number of observed failures, their corresponding variances and
MSE.
r k k R(t) R(t) R(t)  MSER(t) VR(t)

75 1.013251 0.999741 0.842105 0.840362 0.842141 0.000291  0.000283
60 1.016345 0.999405 0.842105 0.839963 0.842191  0.000371  0.000358
50 1.021046 1.000625 0.842105 0.839339 0.842020 0.000462  0.000443
40 1.025707 1.000064 0.842105 0.838731 0.842094  0.000572  0.000542
30 1.036973 1.002407 0.842105 0.837248 0.841762  0.000807  0.000750

TABLE 8
Estimates of k and R(t) for different censoring times, their corresponding variances and MSE.

~

s k k R() R(1) R(t)  MSER(t) VR(1)
35 1307094 0494405 0.842105 0.798865 0.798614 0.001948  0.001970
3 1.040453 0541392 0.842105 0.836315 0.836137  0.000107  0.000109
25 0760967 0.600179 0.842105 0.877454 0.877343  0.001314  0.001306
2 0484255 0.674531 0.842105 0920173 0920117 0.006138  0.006130
15 0239859 0765908 0.842105 0.959629 0959610 0.013832  0.013828
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SUMMARY

A three parameter Burr distribution is considered. Two measures of reliability are discussed. Point
and interval estimation procedures are developed for the parameters, and reliability functions un-
der type II and type I censoring. Two types of point estimators namely- uniformly minimum
variance unbiased estimators (UMVUES) and maximum likelihood estimators (MLES) are de-
rived. Asymptotic variance-covariance matrix and confidence intervals for MLE’s are obtained.
Testing procedures are also developed for various hypotheses.
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