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A CONTINUOUS VERSION OF THE NEGATIVE 
BINOMIAL DISTRIBUTION 

N.K. Chandra, D. Roy 

1. INTRODUCTION 

Continuous and discrete models in the statistical literature have their inde-
pendent courses of development creating a gap between these two sets of distri-
butions. In the recent past, attempts have been made by various authors to bridge 
this gap. Roy’s discrete concentration approach (Roy, 1993) is aimed at generating 
a discrete distribution from a continuous distribution maintaining identical sur-
vival probabilities at the discrete points. Kemp’s approach (Kemp, 2004) on the 
other hand maintains similarly with the probability density curve at discrete points 
and thereby generates discrete mass function under appropriate normalization. 
Recently, discrete distributions have been generated from the continuous set up 
by Roy and Ghosh (2009), maintaining similarly with the failure rate function. But 
all these approaches are discretization in nature in the sense these provide with 
discrete models from continuous models. The reverse approach of generating 
continuous model from discrete model has been touched upon in Roy(2002). But 
very little work has been done in this direction. The present work is an attempt to 
generate a continuous model from discrete and undertake a detailed study.  

It is known that the geometric distribution is a discrete version of the expo-
nential distribution (Roy,1993). Alternatively we may say that continuous version 
of the geometric distribution is the exponential distribution. Negative binomial 
distribution is a generalization of the geometric distribution and hence, the aim of 
the present paper is to develop a continuous version of the negative binomial dis-
tribution. 

The negative binomial distribution has been studied by many authors from 
many directions. Under different parametrization, this distribution was studied by 
Fisher (1941), Jeffreys (1941) and Anscombe (1950). It has been shown to be the 
limiting form of Eggenberg and Polya’s urn model by Patil et al.(1984). It has be-
en shown to be the gamma mixture of Poisson distribution by Greenwood and 
Yule (1920), convolution of geometric distribution by Feller(1957) and addition 
of a set of correlated Poisson distribution by Martiz(1952). The negative binomial 
distribution also arises out of a few stochastic processes as pointed by McKen-
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drick (1914), Irnsin (1941), Lundberg (1940) and Kendall (1949). This distribu-
tion, being more flexible than Poisson distribution, enjoys a plethora of applica-
tions. It can be used to model accident data, psychological data, economic data, 
consumer expenditure data, medical data, defence data and so on. 

In view of its flexibility and wide applicability it may be of interest to examine a 
possible continuous version of the negative binomial distribution. In section 2 we 
propose one such continuous model along with its basic properties. In section 3 
we present a special choice of this distribution from reliability point of view and 
ensure some interesting life distribution orderings in terms of reliability measures.  

2. CONTINUOUS VERSION OF THE NEGATIVE BINOMIAL DISTRIBUTION 

Let X be a nonnegative continuous random variable with survival function gi-
ven by S(x). We define the continuous version of the negative binomial distribu-
tion(NBD) by the following form of the survival function: 
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where q e  , 0  , p + q = 1 and r taking only the positive integer values. 
To ensure that (1) is a valid survival function we need to verify 

(0) 1rS   (2) 

( 0) ( )r rS x S x   (3) 

( ) ( )r rS x S y  for 0  x < y <  (4) 

( ) 0rS    (5) 

It is easy to note (2) and (3) because ( )rS x  is continuous in x. To verify (4) we 
present the following theorem. 
 
Theorem 2.1 ( )rS x  is a decreasing function in x for all x  0. 
 
Proof: To prove this theorem we make use of the following lemma 
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Proof: 
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Making use of this lemma, for any h > 0 we get 
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Thus, 

( ) ( )r rS x S x h  , 

          i.e. ( )rS x x . 

Lastly, we need to ensure (5). To this end we present the following theorem. 
 
Theorem 2.2 

( ) 0rS   . 
 
Proof: We have 
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is a polynomial function in x and qx is an exponential function in x and hence 
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Thus, we claim that (1) is a properly defined survival function. 
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To ensure that ( )rS x  is a continuous version of NBD we need to show that 

discrete concentration of ( )rS x  gives rise to NBD with parameters (r, p) which 

we denote by NB(r, p).The following theorem presents this property of ( )rS x . 
 
Theorem 2.3 NB(r, p) is a discrete version of the proposed distribution with sur-
vival function as ( )rS x . 
 
Proof: We need to show that discrete concentration of ( )rS x  is NB(r, p).  
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which is the pmf of a negative binomial distribution. 
Thus, the discrete version of the continuous random variable X whose survival 

function is given in (1) is a NB(r, p). 
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3. SPECIAL CASES OF ( )rS x  

It may be noted that for r = 1, ( )rS x  reduces to the exponential law. In this 

sense ( )rS x  is a generalization of the exponential distribution. In case r = 2 we can 
get yet another distribution which is of special interest. For r = 2, (1) reduces to 

2( ) (1 ) xS x px q  , 

with cdf 

2( ) 1 (1 ) xF x px q   , 

and pdf 

2( ) (1 ) ( )x xf x pq px q      ,  q e   

          [( ) ] xp px q    , x  0. 
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In view of Theorem 2.3 discretization of the continuous random variable X with 
survival function 2( )S x  is given by 
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which is NB(2, p). 
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We propose to study the properties of 2 ( )S x  in details with special reference 

to reliability measures. Distribution of 2 ( )S x  will be referred as continuous ver-
sion of NB(2, p) and will be abbreviated as CNB(2, p). 

3.1. Properties of CNB(2, p) 

For the subsequent presentation we can rewrite 2 ( )S x , 2 ( )F x  and 2( )f x  as 
follows: 

2( ) (1 ) (1 )x xS x px q px e     , 

2( ) 1 (1 ) xF x px e    , 

2( ) ( ) xf x p px e       

where 0x  , q e  , 0   and p + q = 1. 
 
Remark: In the above expressions p has been used for notational simplifications. 

To examine the shape of the density curve in respect of location, spread, skew-
ness and kurtosis we need to derive the expressions for first four moments of 
CNB(2, p). By definition, moment generating function ( )XM t  of X following 
CNB(2, p) is given by 
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XM t  is the rth order derivative of ( ).XM t  
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Then the first four raw moments are given by 
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Corresponding central moments can be obtained as follows: 
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It may be observed that 3  is nonnegative and hence it can be claimed that 
CNB(2, p) is positively skewed. 

Noting that 1p e   , one can estimate   based on the sample mean fol-
lowing the method of moments. Alternatively,   can be estimated numerically 
from the following likelihood equation 
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based on n random sample observations 1 2, , , nx x x . 
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The corresponding iterative equation is given by 
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where ( )j  is the iterative solution at the jth stage, j = 1, 2, ..... 
Regarding the choice of 

(i) we note that E[X ]  E(X)  E[X ] + 1, where the Gauss symbol [X] denotes 
the largest integer contained in X, and [X ] has NB(2, p) distribution with 
E[X] = 2(1 – p)/p. Thus we may take 
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where x  is the sample mean. 
(ii) the iterative equation(6) has been framed out of the likelihood equation, fol-

lowing Lehmann and Casella (1998), it is expected that the iterative procedure 
has a solution that converges to the true value in probability. 

 

3.2. Reliability measures 

It is easy to note that the failure rate, r(x), of CNB(2, p) is 
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which is an increasing function of x for all x ≥ 0. Hence follows the following 
theorem. 
 
Theorem 3.1 2 ( )F x IFR class. 

Another measure of importance in reliability analysis is the mean residual life 
(MRL). By definition MRL after an elapsed time t is 
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for CNB(2, p). This works out as 
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providing an analytically compact form for MRL. 
It may be noted that this MRL is a decreasing function in t for all t  0. Hence 

CNB(2, p) has decreasing mean residual life (DMRL) property and is consistent 
with its IFR property. 

Stochastic ordering of life distributions (see Shaked and Shantikumar, 1994) 
has assumed importance in the recent past. Very frequently examined orderings 
of distributions are in terms of survival function, failure rate (also known as haz-
ard rate) and likelihood ratio giving rise to stochastic ordering, hazard rate order-
ing and likelihood ratio ordering. It is known that stochastic ordering, helps us to 
order the mean values. Similarly under hazard rate ordering with additional class 
property one may order the variables in terms of variability. Further, it may be 
noted that likelihood ratio ordering implies the above two special observations as 
it is a more restrictive condition. 

Let us examine ordering of CNB(2, p) with respect to gamma distribution of 
special choice. 
 
Theorem 3.2 Let X ~ CNB(2, p) and Y ~ gamma with survival function given by 
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We have already shown that 0p    and hence 

    2 ( ) 1
1

( ) 1

S t pt

G t t


 


,   t 0   

 2( ) ( )S t G t ,   t 0   

    .stX Y   

    2( )

( )hr
S t

X Y t
G t

  . 

Writing 

2( ) 1
( )

( ) 1

S t pt
h t

G t t


 


. 

We note that 

2 2

(1 ) (1 )
( ) 0.

(1 ) (1 )

p t pt pd
h t

dt t t

  
 

   
  

 
 

Hence h(t)  t. This proves (ii). 
Further, 

2
2 2

( ) (1 )

( )

f t pt p p p
t

g t t t

 
 


  
    

Hence follows the proof of (iii). 
Similar ordering of CNB(2, p) can also be studied with respect to the exponen-

tial distribution. 
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SUMMARY 

A continuous version of the negative binomial distribution  

While discretization of continuous distributions have been attempted for many life dis-
tributions the reverse has hardly been attempted. The present endeavor is to establish a 
reverse relationship by offering a continuous counter part of a discrete distribution 
namely negative binomial distribution. Different properties of this distribution have been 
established for a special choice of the parametric value covering class properties, ordering 
and mean residual life. 




