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A NEW FAMILY OF SKEWED SLASH DISTRIBUTIONS GENERATED 
BY THE NORMAL KERNEL 

B. Punathumparambath 

1. INTRODUCTION 

Symmetric distributions generalizing normality have got more attention in the 
statistical literature. One such extension is the class of standard slash (slash nor-
mal) distribution proposed by Kafadar (see, 1982 and 1988). The standard slash 

distribution is obtained as the distribution of the ratio, 1/= q

Y
X

U
 where Y is a 

standard normal random variable; U is an independent uniform random variable 
over the interval (0, 1) and q > 0. Slash distributions have heavier tails than those 
of the normal distributions. It generalizes the normal distribution by allowing a 
tail parameter which can adjust to absorb heavy tails. It has simple structure and 
is convenient to be generated. Thus it has appealing applications in simulating 
and fitting data with heavy tails. When q = 1 we obtain the canonical slash, which 
has the same tail heaviness as the Cauchy. The probability density function (pdf ) 
of the univariate slash distribution for q = 1 is given by, 
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where (.)  denotes the pdf of the standard normal distribution. As q → ∞ the slash 
normal (slash) distribution yields the usual normal distribution. General properties 
of this distribution are studied in Rogers and Tukey (1972) and in Mostelles and 
Tukey (1977). Maximum likelihood estimates (MLEs) of the related location-scale 
family are discussed in Kadafar (1982). Recently, Wang and Genton (2006) de-
scribed multivariate and skew-multivariate extensions of the slash distribution and 
investigated its properties. They applied their skew-slash distributions to fit AIS and 
glass-fiber data. In the present work we introduce a new family of distribution 
which is a generalization of the skew slash normal (skew-slash) distribution. 
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The error distribution in the regression models need not obey Gaussian law in 
all situations, for example, regression models applied in the field of biology, eco-
nomics, psychology and sociology. Hence, there is a special interest in construct-
ing distributions that could describe symmetry and skewness observed in the data. 
In the last two decades there has been substantial work in the area of skew-
normal (SN) and related distributions. Gupta et al. (2002) provided detailed dis-
cussion of skew-symmetric models based on the normal, Students t, Cauchy, 
Laplace, logistic and uniform distributions. Nadarajah and Kotz (2003) developed 
various skewed models generated by the normal kernel: the skew normal-normal 
model, the skew normal-t model, the skew normal-Cauchy model, the skew nor-
mal-Laplace model, the skew normal-logistic model and the skew normal-
uniform model. The present work is a generalization of the skewed distributions 
generated by the normal kernel. The construction of the above univariate skew-
symmetric models is based on the general result due to Azzalini (1985) and is gi-
ven below. 
 
Lemma 1. Let X be a random variable with density function f(y) symmetric about 0, and Z a 
random variable with absolutely continuous distribution function G(y) such that ( )G y is sym-
metric about 0, then for any λ>0, 

( / )= 2 ( ) ( ), < <h y f y G y y     (2) 

is density function for any real λ. 
For example, the skew normal distribution is obtained by taking f ≡ and  

G ≡   in (2). 
This article is organized as follows. Section 2 defines the skew slash normal-

normal distribution and discusses its various properties. Section 3, introduces the 
skew slash normal-Cauchy distribution and explores its properties. Section 4, in-
troduces the skew slash normal-Laplace distribution and its various properties are 
studied. 

2. SKEW SLASH NORMAL-NORMAL DISTRIBUTION 

The skew slash normal-normal distribution can be defined as the distribution 

of the ratio 1/= q

Y
X

U
 where Y is a skew normal-normal (SNN) random variable 

and U is an independent uniform random variable over (0, 1) and q>0. It is de-
noted by X ~ SSNN (γ, σ, λ; q) and is a generalization of the slash distribution. 
The distribution of Y is obtained by taking f to be the pdf of a normal distribu-
tion with scale parameter γ and g to be a normal pdf with zero mean and variance 
σ2. Then from (2) we get the pdf of the skew normal-normal distribution as given 
below.  
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The pdf of skew slash normal-normal can be given by, 

1 1/ 1/

0
( ; )=  ( ) , < < ,q qg x q u f xu du x   (4) 

where ( )f   is the skew normal-normal (SNN) distribution. 

For the substitution 1/= qv u , we get the skew slash normal-normal distribution 
and is defined as follows. 
 
Definition 1. A random variable X  denoted by X ~ SSNN(γ, σ, λ; q) is said to 
have a skew slash normal-normal distribution if its probability density function is 
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where > 0, > 0, > 0    q and  R . 
The characteristic function of the SSNN distribution is given by, 

1 1/

0
( )= ( ) q

X Yt tu du   

where (.)Y  is the characteristic function of the skew normal-normal distribu-
tion (Nadarajah and Kotz (2003)) and is given by 
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The mean of X is given by 
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From the Figure 1, we can see that SSNN distribution has heavier tails, asymme-
try of varying degrees and peakedness than the normal distribution. SSNN density 
is symmetric, negatively skewed and positively skewed for λ=0, λ < 0, λ > 0 respec-
tively. The main feature of the slash skew normal-normal distribution in (5) is that 
the parameters λ and q control skewness, kurtosis and tail behaviour. The following 
properties of the probability density function (5) hold. For most of them the proof 
is immediate. 
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Figure 1 – Skew slash normal-normal density functions for various values of parameters. 
 
 
Remark 1. The limiting distribution of the SSNN distribution is, as q→∞ the skew normal-
normal distribution (SNN). The limiting distribution of SSNN as q→∞ and λ=0 is uni-
variate normal distribution. 
 
Remark 2. For γ=σ=1 we get the univariate skew slash distribution and for γ=σ=1and λ=0, 
we get the slash distribution. Also the limiting distribution of SSNN as q→∞ and γ=σ=1 is 
univariate skew normal distribution. 
 
Remark 3. Note that the skew slash normal-normal random variable in (5) is a scale mixture 
of the skew normal-normal random variable and so it can be represented as, 

1/ 1/|( = )~ (0,  ,  , )  ~ (0,1)q qX U u SNN u u with U U     

 
Remark 4. The density has point mass at x = 0, that is, 
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Remark 5. If X has a skew slash normal-normal distribution with skew parameter  , then -
X also has a skew slash normal-normal distribution with skewness parameter  . That is, if 
X ~ SSNN(γ, σ, λ; q) then -X ~ SSNN(γ, σ, -λ; q). 
 
Remark 6. If X  has a skew slash normal-normal distribution and a be a nonzero real con-
stant, then aX  also has a skew slash normal-normal distribution. That is, if X ~ SSNN 
(γ, σ, λ; q) then aX ~ SSNN(|a| γ, |a| σ, a ; q), where = ( )a sign a   and ( )=1sign a  
for > 0a , -1 for < 0a , 0 for = 0a . This implies that the skew-slash normal-normal distri-
bution is invariant under linear transformations. 

-4-6-8 -2
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Proposition 1. If ( )X y  and 0( )X y  are respectively the skew slash normal-normal distribu-
tion with skewness parameter   and slash random variables. Then  

0( )  | ( )|    X y X y as    

That is, when    the skew slash normal-normal distribution tends to half 
slash distribution.  
 

Proposition 2. Perturbation invariance: For any even function h, ( )= ( )
d

h X h X . Hence 

2 2=
d

X X , where X  follows a skew slash normal-normal and X  is slash distribution.  
 
Proposition 3. The skew slash normal-normal distribution is unimodel since the distribution 
monotonically increasing on ( ,0)  and monotonically decreasing on (0, ) . The distribution 
have mode at = 0x  and the value at mode is 
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From remarks (1), (2) and (3) we can see that the skew slash normal-normal is 
a generalization of the normal, skew normal, skew normal-normal, slash and skew 
slash distributions. This distribution can be useful in analyzing data sets which are 
skewed, heavy tailed and peaked. This distribution is useful in simulation studies 
where it can introduce distributional challenges in order to evaluate a statistical 
procedure. It is also useful in analyzing data sets that do not follow the normal 
law. Additional flexibility can be introduced in the skew-slash normal-normal dis-
tribution by allowing higher order odd polynomials in the skewing function (.) 
in (5). For instance, an odd polynomial of order three would yield a distribution 
that can model bimodality, see Ma and Genton (2004) for further discussions on 
this topic.  

3. SKEW SLASH NORMAL-CAUCHY DISTRIBUTION  

The skew slash normal-Cauchy distribution can be defined as the distribution 
of the ratio X = Y/ U1/q where Y is a skew normal-Cauchy random variable and 
U is an independent uniform random variable over (0, 1) and q > 0. It is denoted 
by X ~ SSNC (γ, σ, λ; q). 
 
Definition 2. A random variable X  denoted by X ~ SSNC (γ, σ, λ; q) is said to have a 
skew slash normal-Cauchy distribution if its probability density function is  
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where > 0, > 0, > 0    q and  R . 
The mean of X is given by 
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Remark 7. Note that the SSNC random variable in (6) is a scale mixture of the skew normal-
Cauchy (SNC) random variable and so it can be represented as, 

1/ 1/|( = )~ (0,  ,  , )  ~ (0,1)q qX U u SNC u u with U U     

The probability density function (6) has the similar properties of the (5). 
Figure 2 gives the probability density function of the skew slash normal-

Cauchy density for various values of the parameters. 
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Figure 2 – Skew slash normal-Cauchy density functions for various values of parameters. 
 

Remark 8. The skew slash normal-Cauchy distribution has heavier tails since the survival func-
tion decays at the rate of power function. The heavy tail characteristic makes these densities ap-
propriate for modeling microarray, network delays, signals and noise, financial risk or interfer-
ence which is impulsive in nature. 

3. SKEW SLASH NORMAL-LAPLACE DISTRIBUTION 

The skew slash normal-Laplace distribution can be defined as the distribution 
of the ratio X = Y/ U1/q where Y is a skew normal-Laplace random variable and 
U is an independent uniform random variable over (0, 1) and q > 0. It is denoted 
by X ~ SSNL (γ, σ, λ; q).  
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Definition 3. A random variable X denoted by X ~ SSNL (γ, σ, λ; q) is said to have a skew 
slash normal-Laplace distribution if its probability density function is 
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The characteristic function of the skew slash normal-Laplace distribution is gi-
ven by, 
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0
( )= ( ) q
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where (.)Y  is the characteristic function of the skew normal-Laplace distribution 
(Nadarajah and Kotz (2003)) and is given by 
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The mean of X is given by 
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Figure 3 – Skew slash normal-Laplace density functions for various values of parameters. 
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Remark 9. Note that the skew slash normal-Laplace random variable in (7) is a scale mixture 
of the skew normal-Laplace random variable and so it can be represented as,  

1/ 1/|( = )~ (0,  ,  , )  ~ (0,1)q qX U u SNL u u with U U     

The probability density function (7) has the similar properties of the SSNN 
density function (5). 

Figure 3 gives the probability density function of the skew slash normal-
Laplace density for various values of the parameters. 
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Figure 4 – SSNN density along with SSNL and SSNC. 

 

From Figure 4, we can see that SSNL is more peaked than SSNN and SSNC. 
These distributions add skewness, heavier tails and peakedness in to the normal 
distribution. These characteristics make these densities appropriate for modeling 
microarray, network delays, signals and noise, financial risk or interference which 
is impulsive in nature. 
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SUMMARY 

A new family of skewed slash distributions generated by the normal kernel 

The present paper is a generalization of the recent paper by Nadaraja and Kotz (2003) 
(Skewed distributions generated by the normal kernel, “Statistics & Probability Letters’’, 65, pp. 
269-277). The new family of univariate skewed slash distributions generated by the nor-
mal kernel arises as the ratio of skewed distributions generated by the normal kernel and 
independent uniform power function distribution. The properties of the resulting distri-
butions are studied. Normal, skew normal, slash (slash normal) and skew slash distribu-
tions are special cases of this new family. The normal distribution belongs to this family, 
since when the skewness parameter is zero and tail parameter tends to infinity the skew 
slash distributions generated by normal kernel reduces to the normal distribution. The 
slash normal family is also belongs to this family when the skewness parameter is zero. 
These distributions provide us alternative choices in simulation study and in particular, in 
fitting skewed data sets with heavy tails. We believe that the new class will be useful for 
analyzing data sets having skewness and heavy tails. Heavy-tailed distributions are com-
monly found in complex multi-component systems like ecological systems, microarray, 
biometry, economics, sociology, internet traffic, finance, business etc. We are working on 
maximum likelihood estimation of the parameters using EM algorithm and to apply our 
models for analysing the genetic data sets. 

 
 
 
 
 
 
 
 
 




