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1. INTRODUCTION

Both estimation and interpretation of causal effects in epidemiological studies aimed to assess the effect of well defined risk factors on the incidence and prognosis of cancer and other chronic conditions represent a key step in the understanding of complex disease mechanism. Randomized clinical trials, under some desirable conditions, represent the ideal type of study (gold standard) where causal effects can be estimated. Indeed, in this type of studies, association is causation (Hernán and Robins, 2006). Unfortunately, in observational studies, such as cohort or case-control, the problem of causation is indeed not straightforward.

Confounding is one of the possible biases that can arise in the estimation of parameters in such studies. This particular type of bias, well known by epidemiologists, has generated recently a lot of debate as there have been situations where the standard definition are been proved to be wrong, requiring then a wider formalization. Confounding is strongly and closely related to the study of causal exposure-outcome relationship.

One of the approaches developed and supported in the last decade to estimate the causal effect is based on the concept of counterfactuals. In this setting, instead of dividing the population and comparing subgroups of exposed and unexposed individuals, the whole population is considered first under exposure and in a second time under not exposure. Unfortunately, almost no study designs are available to rewind time and so to assess the same individual under different conditions.

Under the assumption of exchangeability between exposed and unexposed subjects, usually a valid assumption in randomized or conditional randomized clinical studies, it is possible to create “pseudo-population”, where indeed all possible form of contrasts (differences or ratios) can have a causal interpretation.

This leads to a natural measure of causation based on marginal probabilities rather than on conditional probabilities. The estimator obtained under this framework, based on the Inverse Probability Weighted Treatment method, is analogous to the well known Horvitz-Thompson estimator for finite populations (Hernán and Robins, 2006; Horvitz and Thompson, 1952).
A basically equivalent approach relies on standardization. These two approaches require the same hypotheses to be able to give estimates of causal effects. Moreover, these estimations are identical in simple situations (time invariant exposures) (Hernán and Robins, 2006).

The present paper is organized as follows. Section 2 provides a comparison of the concepts of association and causality. Section 3 presents the concept of confounding under a causal framework and in section 4 the definition of causality in epidemiology is formally stated. Section 5 through a simple example, shows two of the main methods used for the estimation of the causal effect. Finally, in section 6 we make some theoretical and practical conclusions related to the estimation of causal effect in observational studies.

2. ASSOCIATION AND CAUSALITY

The aim of most epidemiological studies is to assess the association between a risk factor and an outcome. But, explicitly or implicitly, the interpretation of association is often confused with causality even though the two concepts are different. In general, the causal structures related to the association relationship between an exposure (E) and an outcome (D) are the following (Greenland and Pearl, 2006):
- E can cause D (true causal effect),
- D can cause E (reverse causation),
- E and D can share a common cause (the confounder) (Figure 1),
- E and D share a common effect (the collider) (e.g. Berksonian bias) (Figure 2).

![Figure 1 – Confounding bias: E is high cholesterol level, C is stress (Steptoe and Brydon, 2005), D is stroke.](image1)

![Figure 2 – Berksonian bias: E is high cholesterol level, D is stroke, C is the collider (an index measuring quality of life).](image2)
The misunderstanding of the definition of association and causation has lead to a revision of the two concepts. A very simple way to well characterize them is assuming that causation has a defined direction, that is a non-symmetric relationship, while association is described by an undirected relationship (that is symmetric) (Greenland, 2004).

Of course, the concept of causality concerns not only medical and biological sciences, but many other disciplines, such as sociology, economics, demography, and it has been well studied in philosophy. Indeed, in the XVIIIth century, Hume tried to cope with this issue and defined a cause as a necessary condition for the consequence. To be specific, he stated: “we may define a cause to be an object, followed by another, and where all the objects similar to the first are followed by objects similar to the second. Or in other words where, if the first object had not been, the second never had existed” (Hume, 1748). Related to this definition the concept of counterfactual was proposed in philosophy during the last century. This concept, that means contrary to the fact, was recently proposed by some influential statisticians, biostatisticians, and computer scientist (Rubin, Greenland, Robins and Pearl) to develop novel statistical models which allows for the different estimation of the causal effect of one or more factors on the outcome of interest.

This causal effect can be measured using the same measures that we use for the association but using a different kind of populations. To fix ideas, it is possible to compute rate and risk differences (RD), rate and risk ratios (RR) or to estimate the causal effect. But, while the association measure compares what has happened in two different sub-groups of the population being studied, that is under different conditions that are both observable (for instance subjects with high cholesterol level and subjects with low cholesterol level), the causal effect measure compares the outcome in a unique population under different conditions, but only one of them is observable (what happens if everybody would have had high cholesterol level compared to the situation where nobody would have had that high level). (Hernán, 2004).

3. CONFOUNDING AND CAUSALITY

One of the problems that often arise in epidemiological studies is confounding. Probably, confounding is the most used concept in the literature even if the most difficult to define, particularly when there might be a time dependency. Different definitions have been given for confounding. The standard definition of confounding is the one shown in figure 1 where the confounder C is associated to the exposure E and to the outcome D given E but it is not in the pathway from E to D.

A well known similar definition is the one based on the concept of collapsability, where C is a confounder if the conditional (within level of C) association between E and D is different than the unconditional (crude) association measure (e.g., if adjusted risk ratio changes by more than 10% compared with unadjusted odds ratio). As clearly proven in many papers (Greenland et al., 1999; Miettinen
and Cook, 1981) collapsability is a necessary condition for confounding but not sufficient. The issue with this definition is that differences between conditional and unconditional association measures are expected with non-collapsible measures (Miettinen and Cook, 1981) even in the absence of common causes (e.g., in ideal randomized experiments).

An alternative to the usual definitions of confounding is the causal definition: we say that confounding is present when the considered association measure is not equal to the causal measure e.g. when the causal relative risk is not equal to the (association) relative risk (Hernán, 2004).

Therefore exposed and not exposed are not comparable, because of presence of a common cause. In this definition, it becomes clear the distinction between the concept of confounding (presence of a common cause) and the confounder, any variable that can be used to eliminate confounding.

Under this point of view, the issue becomes how to calculate the causal measures. In the next two sections we will be showing the assumptions needed for the equivalence between causal and association measures and an example will be provided.

4. CAUSALITY IN EPIDEMIOLOGY

We present the concepts of association and causation under a formal point of view. The association between a factor \( E \) (e.g. cholesterol level) and an outcome \( D \) (e.g. stroke) is expressed by

\[
P[D=1|E=1] \neq P[D=1|E=0]
\]  

Indeed, equation (1) represents the fact that the probability of the outcome \( D \) is different in the two different sub-populations subjects with \( E=0 \) and subjects with \( E=1 \), which is what we have highlighted in the previous section. In the example, and for seek of simplify, we consider only two categories for the exposure \( E \): high level (\( E=1 \)) and low level (\( E=0 \)). Therefore, the two probabilities are the probability of stroke in the population of subjects with high cholesterol level and the probability of stroke in the population of subjects with low cholesterol level. The comparison between the two probabilities in equation (1) can be performed in the standard way, i.e using risk differences (RD), risk ratios (RR) or odds ratio (OR).

However, to evaluate the causal effect of exposure \( E \) on outcome \( D \) it is necessary to consider the same population but in two different situations. This means that we have to consider the population under study when every subject has high cholesterol level and the population under study when every subject has low cholesterol level. For each population, we define the counterfactual outcomes \( D_{e=1} \) and \( D_{e=0} \) i.e. the new random variables that represent the outcome \( D \) had every subject been exposed to \( E \) (e.g. had had high cholesterol level) and the outcome \( D \) had every subject not been exposed to \( E \) (e.g. had had low cholesterol level).
Of course, for each subject, only one counterfactual outcome can be observed, the other is missing. Using this new counterfactual random variables, the exposure has a causal effect at subject level if and only if, for each subject

\[ D_{e=1} \neq D_{e=0} \]  

(2)

To assess this causal effect we should test the sharp causal null hypothesis i.e.

\[ D_{e=1} = D_{e=0} \]  

(3)

but, because of the missing information, it is not possible to test this hypothesis. Instead of this, we can test the population level null hypothesis

\[ P[D_{e=1}=1] = P[D_{e=0}=1] \]  

(4)

This hypothesis is a particular case, when the outcome is dichotomous, of the more general definition (Hernán, 2004):

**Definition 1**: We say that exposure \( A \) has a mean causal effect on the outcome \( Y \) in the population if and only if

\[ E[D_e] \neq E[D_e'] \]  

(5)

for each pair \((e, e')\) where \( e \neq e' \).

Analogously to the association measures, we can define the causal measures using \( P[D_{e=1}=1] \) and \( P[D_{e=0}=1] \). These measures use marginal probabilities instead of conditional probabilities, as association measures.

To be able to estimate these measures, we need a further hypothesis, i.e. the exchangeability: this hypothesis, that is implied by randomization in clinical trials, should be considered carefully in observational studies. Under this hypothesis, we have:

\[ P[D_r=1 | E=1] = P[D_r=1 | E=0] = P[D_r=1] \]  

(6)

Because of

\[ P[D_r=1 | E=e] = P[D_r=1 | E=e] \]  

(7)

combining (6) and (7) we obtain

\[ P[D_r=1] = P[D_r=1 | E=e] = P[D_r=1 | E=e] \Rightarrow P[D_r=1] = P[D_r=1 | E=e] \]  

(8)

Therefore, exchangeability implies that association is causation (Hernán, 2004).

In the setting of observational studies, this condition often does not hold because of the presence of a predictive factor that can influence the exposure of interest i.e. a confounder. In the previous example we can consider as a predictor factor \( C \) the typology of work as an indicator of the stress. The exchangeability condition becomes conditional exchangeability (Hernán and Robins, 2006).
\[ P[D_i=1|E=1; C=c] = P[D_i=1|E=0; C=c] = P[D_i=1|C=c] \quad (9) \]

i.e. \( D, E \mid C \forall e \). However, to calculate the causal effect of the exposure, the confounder should be measured.

Together with the previous hypothesis of conditional exchangeability, there are other two assumptions: the consistency and positivity. The former one can be described as follows: \( D_e=D \) if \( E=e \) is the actual level of the exposure and regards the fact that the counterfactual outcome is well defined. The second one \( P[E=e|C=c] > 0 \) if \( P[C=c] \neq 0 \) ensures the existence of the standardized risk because it appears in the denominator of the terms of this risk.

There are several approaches to calculate the causal effect in observational studies. We will focus on two of them: Standardization (S) and Inverse Probability of Treatment Weighting (IPTW). The two methods are equivalent and based on the same hypothesis. However, the main difference between them is the fact that they use different modelling assumptions to calculate the probabilities that appear in the relative risk (i.e. \( P[D_i=1|E=e; C=c] \) and \( P[C=c] \)). Of course, in the most simple dicotomous situation, the two methods produce equal results (Hernán and Robins, 2006).

In the next section we present the two methods for the calculation of the causal effect through a simple example.

5. EXAMPLE

In this example we will show how to calculate the causal relative risk using both the standardization and the inverse probability treatment weight approaches. The fictitious data are showed in table 1. As in the previous section, \( D \) represents the dichotomous outcome stroke (Yes/No), \( E \) represents the exposure of interest cholesterol level (High/Low) and \( C \) the potential measured confounder stress (Yes/No). Table 2 shows how each method calculates the RR.

<table>
<thead>
<tr>
<th>( C=0 )</th>
<th>( C=1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E=0 )</td>
<td>2</td>
</tr>
<tr>
<td>( E=1 )</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( C=0 )</th>
<th>( C=1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E=0 )</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( D_i=1 )</th>
<th>( D_i=0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E=0 )</td>
<td>2</td>
</tr>
<tr>
<td>( E=1 )</td>
<td>2</td>
</tr>
</tbody>
</table>

\[ \text{TABLE 2} \]

Methods to calculate the RR

<table>
<thead>
<tr>
<th>Standardization (S)</th>
<th>IPTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P[D_i=1</td>
<td>E=e] )</td>
</tr>
<tr>
<td>( P[D_i=0</td>
<td>E=e] )</td>
</tr>
</tbody>
</table>

\[ \text{TABLE 1} \]

Fictitious data
To apply the IPTW method we need the frequencies of the counterfactual outcomes i.e. the probabilities of the outcome in the new population, the pseudo-population (Hernán and Robins, 2006). In this pseudo-population the probabilities of the outcome $D$ for each category of the confounder are calculated as the original probabilities times the inverse of the corresponding conditional probability $P(E = e | C=c)$. This is due to the fact that the pseudo-population should reflect what happen in the original population first considering the hypothesis that every subject had been exposed and then considering the hypothesis that every subject had been not exposed. Tables 3 and 4 shows the frequencies of the populations had every subject remained unexposed and exposed respectively.

<table>
<thead>
<tr>
<th>TABLE 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All subjects unexposed</strong></td>
</tr>
<tr>
<td>$C=0$</td>
</tr>
<tr>
<td>$D=1$</td>
</tr>
<tr>
<td>$D=0$</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All subjects exposed</strong></td>
</tr>
<tr>
<td>$C=0$</td>
</tr>
<tr>
<td>$D=1$</td>
</tr>
<tr>
<td>$D=0$</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

Therefore, the inverse of these probabilities are the weights needed to adjust the original frequencies of the outcome to obtain the new frequencies in the pseudo-population. In our example the weights are showed in table 5.

<table>
<thead>
<tr>
<th>TABLE 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weights IPTW</strong></td>
</tr>
<tr>
<td>$C$</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

Table 6 shows the frequencies for the pseudo-population.

<table>
<thead>
<tr>
<th>TABLE 6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pseudo-population frequencies</strong></td>
</tr>
<tr>
<td>$C=0$</td>
</tr>
<tr>
<td>$E=0$</td>
</tr>
<tr>
<td>$D=1$</td>
</tr>
<tr>
<td>$D=0$</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>
As it is easy to see, the number of the subjects in the pseudo-population is twice the number of the subjects in the original one (i.e. 40 instead of 20). Using the previous tables, the estimation of the RR is straightforward.

For the (S) method we have:

$$RR = \frac{\sum \Pr[D = 1 | C = c; E = 1] \Pr[C = c]}{\sum \Pr[D = 1 | C = c; E = 0] \Pr[C = c]} = \frac{2/3(7/20) + 3/4(13/20)}{2/4(7/20) + 3/5(13/20)} = \frac{14/3 + 39/4}{7/2 + 39/5}$$

while for the (IPTW) method, the estimation of the RR becomes:

$$RR_{\text{causal}} = \frac{\Pr[D_{z=1} = 1]}{\Pr[D_{z=0} = 1]} = \frac{14/3 + 39/4}{7/2 + 39/5}$$

that is the same result obtained with the (S) method. Of course these calculations rely on the hypothesis of conditional exchangeability discussed in the previous section.

6. CONCLUSIONS

In this paper we have reviewed the concept of causality and some important issues related to it. We have focused on the particular problem of the estimation of the causal effect in the epidemiological context. We have considered only two of the available methods to estimate the causal effect. Through a simple example we showed that the two methods (S) and (IPTW) took into account lead to the same value of the measure considered (i.e. the RR). Some remarks are worthy of consideration.

Firstly, the two methods have the common assumption of conditional exchangeability for exposed and unexposed.

Secondly, the two methods require the non-existence of unmeasured confounders (Hernán and Robins, 2006) in order to identify the causal effect. Unfortunately, this hypothesis cannot be always tested based on the available data, scenario very similar to the missingness at random in the context of missing data problem.

Thirdly, even if the two methods are equivalent in the most simple cases (as the one showed in this paper) they can produce different estimations, for example, if a time dependent variable is present (Hernán and Robins, 2006). In this situations, it is difficult to stratify, and the estimation of the terms in the RR expression should be done superimposing a statistical model. The choice of the model and the different assumptions considered by them can produce differences in the results obtained from the two methods.
Finally, a further important remark is the different nature of the two approaches: standardization is based on conditional probabilities while inverse probability of treatment weighting use marginal probabilities.

The advantage of these methods, compared to classical methods, based on stratification, such as Mantel-Haenzel or logistic regression, is that under the assumption of non unmeasured confounding, the quantity being estimated can be interpreted always in terms of causal effect. Moreover, in more complex mechanisms, standard regression methods will not be able to take properly into account the confounders or the colliders and the analysis produced will be biased.
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SUMMARY

Introductive remarks on causal inference

One of the more challenging issues in epidemiological research is being able to provide an unbiased estimate of the causal exposure-disease effect, to assess the possible etiological mechanisms and the implication for public health. A major source of bias is confounding, which can spuriously create or mask the causal relationship. In the last ten years, methodological research has been developed to better define the concept of causation in epidemiology and some important achievements have resulted in new statistical models. In this review, we aim to show how a technique the well known by statisticians, i.e. standardization, can be seen as a method to estimate causal effects, equivalent under certain conditions to the inverse probability treatment weight procedure.