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A NOTE ON THE USE OF AN ORIGIN SHIFT IN SURVEY SAMPLING: 
A CONCEPTUAL PERSPECTIVE 

J. Sahoo, L.N. Sahoo, B.C. Das 

1. INTRODUCTION 

Let ( , )i iy x  be the values of a study variable y  and an auxiliary variable x  
for the ith unit, i =1,2,..., N , of a finite population. Suppose that our aim is an 
estimation of the population mean 1

1 2( ... )NY N y y y−= + + +  when the popu-

lation mean 1
1 2( ... )NX N x x x−= + + +  of x  is exactly known. One of the  

options then is to use a linear transformation of the auxiliary variable x  to  
increase efficiency of a sampling scheme or of an estimation method (see e.g., 
Mohanty and Das, 1971; Reddy and Rao, 1977; Srivenkataramana and Tracy, 
1980, 1986; Stuart, 1986; Montanari, 1987; Sahoo et al., 1994; Mohanty and Sa-
hoo, 1995 and others). In this paper, we suggest a simple origin shifted auxiliary 
variable z  by clearly justifying its basis and then consider this in unequal prob-
ability sampling under (Midzuno’s, 1952) scheme as well as in ratio method of es-
timation. 

2. THE ORIGIN SHIFTED AUXILIAY VARIABLE 

Assume that a sample of n  units is drawn from the population by simple  
random sampling without replacement (SRSWOR). Then, by defining 
y 1

1 2( ... )nn y y y−= + + +  and x 1
1 2( ... )nn x x x−= + + +  as the sample means 

of y  and x  respectively, we have the conventional ratio estimator R
Xt y
x

=  for 

estimating Y . It is known that Rt  is more precise than the simple expansion es-
timator y  when 

1 ,
2

y

x

C
C

ρ >  (1) 
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where ρ  is the correlation coefficient between ( , )y x ; ,y xC C  are the coeffi-
cients of variation of y  and x . 

Note that the inequality (1) can be made to satisfy (if not) by reducing the 
value of xC  (without disturbing ρ  and yC ) through the use of a suitable origin 
shift of x − variable. Then, let us define 

,i iz x d= +  1, 2,...,i N= , (2) 

where d  is a positive constant. 

It can be easily verified that the ratio estimator RZ
Zt y
z

=  (z  and Z are re-

spectively the sample mean and population mean of z ) is better than y  when 

11
2

y

x

Cd
X C

ρ⎛ ⎞+ >⎜ ⎟
⎝ ⎠

. (3) 

See that the factor 1 d
X

⎛ ⎞+⎜ ⎟
⎝ ⎠

 in the l.h.s. of (3) is an incremental factor that brings 

(1) to its validity. For instance, if d kX= , then RZt  is more efficient that y  

when 1[2( 1)]y

x

C
k

C
ρ −> + , a condition which can be met very often. If we assume 

y xα β= +  ( , 0)α β >  to obtain zero variance, then we should have 

optd α
δ

β
= =  (say). (4) 

Remark 2.1: Linear transformation of the form xz d
c

= +  is frequently used in 

practice. See that what ever may be the value of c , the variance can never be 
made zero unless we use d . Hence it is perhaps wise to consider only single pa-
rameter d  instead of two in the process of obtaining .z  

2.1. A geometrical interpretation 

The regression y xα β= +  is shown in figure 1. Here α  is the intercept being 
measured by OB  and β  is the slope given by tan .θ  See that in the 

∆ ,OAB A θ∠ =  and tan OB
OA

θ = . Since we want the line to pass through the 

origin O , it is required that the point A  be shifted to right by an amount OA  
which is being given by 
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tan
OBOA α

δ
θ β

= = =  [as in (4)]. 

SinceOA  is negative, we consider d  to be positive. 
 
                                           Y 
                                                                                 y = α + βx 
 
 
 
                                                          θ 
                                        B 
 
                                                   α 
 
                                                                                               X 
 
              A                               O 
 
Figure 1 – Regression of y  on x . 
 

The above argument therefore encouraged us to consider z  in its simpler 
form as in (2). In what follows, we shall use z  in unequal probability sampling 
with (Midzuno’s, 1952) scheme and suggest a retransformed variable u  (obtain-
able from z ) so that it is feasible to make this scheme a pzπ  scheme under re-
vised probability of selection. The performance of Midzuno scheme is also com-
pared with SRSWOR scheme under ratio method of estimation. 

3. THE MIDZUNO SCHEME : HORVITZ-THOMPSON ESTIMATOR 

We consider (Midzuno, 1952) scheme as it has the main advantages that it 
provides a no-negative Sen-Yates-Grundy variance estimator for the Horvitz-
Thompson estimator, inclusion probabilities iπ  and ijπ  are simple to calculate, 
and it is possible to generate a set of revised probabilities to make the scheme a 

psπ  scheme. In the present context, the Midzuno scheme consists of drawing the 
first unit in the sample with probability proportional to z  and the rest ( 1)n −  
units by SRSWOR. 

Thus, with z − variable the initial selection probability of unit i , inclusion 
probability of unit i  and joint inclusion probability of units i  and j , are 

( )
i i

i
z x dp

NZ N X d
+

= =
+

, (5) 
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 ( ) ( 1) ( 1)1
1 ( )

i
i

N n x N n X n N d
N N X d

π
⎡ ⎤− + − + −

= ⎢ ⎥− +⎣ ⎦
, (6) 

and 

( )( ) ( 2) ( 2)1
( 1)( 2) ( )

i j
ij

N n x x N n X n N dn
N N N X d

π
− + + − + −⎡ ⎤−

= ⎢ ⎥
− − +⎢ ⎥⎣ ⎦

, (7) 

1, 2,...,i j N≠ = . Hence, after a considerable simplification we get 

2 2 2( 1) ( 2)( )i j ij
N n

N N N X d
π π π ∆

−
− =

− − +
, (8) 

where 

( )( 2) ( 1)( 2 ) ( )j i jN n N x x N N n d x x∆ = − − + − − +  

   ( 1) ( )i jn NX NX x x+ − − − 22( 1) ( 1) ( 1)( 2)n N N dX n N N d+ − − + − − . 

The r.h.s. of (8) is always positive. This means that use of z  does not handicap 
the Midzuno scheme of sampling. But, the main drawback is that it does not yield 
a pzπ  scheme. However, it is possible to create a set of revised probabilities so 
that the scheme becomes a pzπ  scheme. Thus we consider the revised probabil-

ity *
ip  such that 

* 1
1 1i i i

N n np np
N N

π
− −

= + =
− −

, (9) 

where ip  is given by (5). This implies that 

* ( 1) 1i
i

N np np
N n N n
− −

= −
− −

. (10) 

Since *
ip  should be always non-negative, we must have 

1
( ) ( 1)

i
i

x d np
N X d n N

η
+ −

= ≥ =
+ −

 (say). (11) 

This is however true if 

(1)( 1) ( 1)n NX n N x
d

N n
− − −

≥
−

, (12) 
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where (1)x  is the smallest x − value. But since d  is assumed positive, we need 
the r.h.s. of (12) to be positive. This means that we should have 

( )
1

1 N
n NX x

n N
−

>
−

, (13) 

where ( )Nx  is the largest x − value. 

Observe that since 1 1,
1

n N
n N

−
>

−
 (13) can never be satisfied. This indicates 

that we cannot have all ip ’s in (11) are greater than η . It is also true that all ip ’s 
can never be less than .η  Then let us assume that 

( )
( ) ( )

m
m

x d
p

N X d
η

+
> =

+
 , 1m > , (14) 

where ( )mp  is the selection probability of the unit corresponding to value ( )mx  or 

( )mz . This means that we have inequalities of the form 

( ) ( 1) ( 1) ( ) (1)... ...N N m mp p p p pη− +> > > > > > > . (15) 

To overcome such a difficulty, let us retransform z  to another variable u  such 
that 

i
i

zu
Z

γ= + , 1, 2,...,i N= , (16) 

where γ  is a positive scalar to be chosen in such a manner that setting of revised 
probabilities is feasible. Thus, we have 

1
(1 )

N

i
i

U u N γ
=

= = +∑ . (17) 

Then, let us define a new set of initial probabilities 1 2{ , , ..., }Np p p′ ′ ′  such that 

(1 )
( )(1 )

i i
i

u x X dp
U N X d

γ γ
γ

+ + +′ = =
+ +

 , 1, 2,..., .i N=  (18) 

Accordingly, the first and second order inclusion probabilities are obtained as 

( ) ( 1) ( 1)( )1
1 ( )(1 )

i
i

N n x n NX n N X d d
N N X d

γ γ
π

γ
′

⎡ ⎤− + − + − + +
= ⎢ ⎥− + +⎣ ⎦

 (19) 
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and 

1
( 1)( 2)ij

n
N N

π ′
−

= ×
− −

 

        
( )( ) ( 2) ( 2)( )

( )(1 )
i jN n x x n NX n N X d d

N X d
γ γ

γ

− + + − + − + +⎡ ⎤
⎢ ⎥

+ +⎢ ⎥⎣ ⎦
. (20) 

One can verify the inequality i j ijπ π π′ ′ ′> , 1, 2, ..., ,i j N≠ =  a condition needed 
for non-negativity of Yates-Grundy variance estimator of the Horvitz-Thompson 
estimator. Thus, it is possible to modify the Midzuno scheme to a pzπ  scheme 
by generating a set of revised probabilities through the initial probabilities of se-
lection ip′ . 

4. DETERMINATION OF d  AND γ  

First we determine the value of γ  such that 

(1)
(1)

(1 )
( )(1 )

x X d
p

N X d
γ γ

η
γ

+ + +
′ = >

+ +
. (21) 

This gives 

1 2γ γ γ= + , (22) 

where 1 1 (1) 1
( 1)( ), n N Np

N n
γ η η η

−
= − =

−
 and 2γ  is a positive quantity. See that 1γ  

is a known positive quantity since (1)pη >  is true according to (14). 

Note that an arbitrary 2γ  (positive) value can make the scheme operative. But, 
if we assume y xα β= +  to achieve zero variance, then we have 

2( ) 1opt
d

X d
δ

γ γ
−

= −
+

, (23) 

with .α
δ

β
=  Accordingly, this yields 

( )opt
d

X d
δ

γ
−

=
+

. (24) 
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Now since it is desired that 2( ) 0,optγ >  we should have 

1

1

0
1

Xd δ γ
γ

−
< <

+
, (25) 

with 1Xδ γ> . 
 
Remark 4.1: When d δ= , we have ( ) 0.optγ =  This indicates that if an optimum 
value of d  has already been used in (2), then obviously no further transformation 
as in (16) is needed since in this situation i ip p′ = . 
Remark 4.2: (Bedi and Rao, 1996) considered an origin shifted auxiliary variable 
z x NX= +  and studied the efficiency of the transformed ratio estimator. This is 
a particular case of ours when d NX= . 

5. THE MIDZUNO SCHEME: RATIO METHOD OF ESTIMATION 

Under the Midzuno scheme considered in section 3, the probability of select-
ing the sample s  is given by  

1( ) ( )N
n

x dp s C
X d

− +
=

+
. (26) 

Thus, the ratio estimator RZ
X dt y
x d
+

=
+

 is found to be unbiased for Y  under 

this scheme of sampling. 
Let 1 ( , )RZH SRSWOR t=  and 2 ( , )RZH MS t=  respectively be the strategies 

under SRSWOR and Midzuno scheme with ratio estimator RZt . By denoting 

1( )M H  and 2( )V H  as the mean square error of 1H  and variance of 2H  re-
spectively, we have to a first order of approximation [see e.g., (Kendall et al., 
1983)] 

2 2
1 2 20 1 11 1 02( ) ( ) ( 2 )M H V H Y C d C d Cθ= = − + , (27) 

where 1 1
1, Xn N d

d X
θ − −= − =

+
 and ij

ij i j

K
C

Y X
= ; ijK  is the ( , )i j  th cumulant 

of ( , ).y x  Note that (27) attains its minimum value when d α
β

= , as has been es-

tablished in (4). 
Since, to the first order approximation, the strategies 1H  and 2H  are equally 

efficient, a choice among them naturally depends on the comparison of 1( )M H  



 J. Sahoo, L.N. Sahoo, B.C. Das 106 

and 2( )V H  for higher order approximations. Therefore, following (Tin, 1965), 
(Singh, 1975) and (Sahoo, 1983) among others, we now obtain the following re-
sults by considering terms up to 2( )O n− : 

2 2
1 2 1 1 21 1 12 1 03

3( ) ( ) ( 2 )M H V H Y d C d C d C
N
θ

θ
⎡ ⎤⎛ ⎞= + − − − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

 

            2 2 2 2 2
1 1 1 02 11 02 202 [3( ) (1 )]Y d d C C C Cθ ρ+ − + − , (28) 

where 11

20 02

C
C C

ρ =  and 2 2
1 n Nθ − −= − . 

Observe that 1 2( ) ( )M H V H>  when 

2
21 1 12 1 032 0C d C d C− + ≤ , 

i.e.,   2
1[ ,( ) ] 0Cov x y Rd x− ≤  : YR

X
= . (29) 

Further, if the joint distribution of y  and x  is bivariate normal, then 

1 2( ) ( )M H V H>  showing thereby that 2H  is more efficient than 1H . 

5.1. Efficiency comparison under a model 

Let us consider the following regression model ( )gM : 

i i iy x eα β= + + , 1, 2,..., ,i N=  (30) 

where 0, 0α β≥ >  and ie ’s are uncorrelated random errors with conditional 

(given ix ) expectations ( / ) 0,i iE e x =  2( / ) g
i i ixE e x ξ=  i∀  with 0 ξ< < ∞ , 

0 2g≤ ≤ ; ( / , ) 0i j i jE e e x x =  ∀  1, 2,...,i j N≠ =  and ix ’s are assumed to be 
i.i.d. gamma variates with common single parameter 0h >  taken equal to the 
known value .X  

By the direct substitution under the model we get 

2

20 2
h HC
Y

β ξ+
= , 11C

Y
β

= , 02
1C
h

= , 
2

21 2
2 h g HC

Y h
β ξ+

= , 12
2C
Yh
β

=  and 

03 2
2C
h

= , where ( 1)
( 1)
g hH

h
Γ

Γ

+ −
=

−
. Hence, under gM , to 2( ),O n−  we obtain 

2 2 2 2
1 1 1 1 1( ) [ 4 9 ] [ 2 3 ]M H A h Fd d B h Fd g dθ θ θ θ= − + + − +  (31) 
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2 2 2 2
2 1 1 1 1( ) [ 2 3 ] [ ]V H A h Fd d B h Fd g dθ θ θ θ= − + + − + , (32) 

where 
2dA

d h
α β−⎛ ⎞= ⎜ ⎟+⎝ ⎠

, HB
h
ξ

= , 1
3F
N
θ

θ= −  and 1
hd

d h
=

+
. 

On comparison of (31) and (32), we find, ignoring f.p.c., that 
1 2( ) ( ),M H M H>  when 

1
1
3 2

dd h> ⇒ >  and 2
3

g < . 

This leads to the conclusion that under the assumed model, the Midzuno scheme 
outperforms SRSWOR when used in ratio method of estimation with RZt , pro-
vided  

2
dh >  and 2

3
g < . 

6. CONCLUSIONS 

The following conclusions are readily comprehensible from the present study: 
(i) The origin shifted variable z , with an optimum value of d , makes the Mid-

zuno scheme a pzπ  scheme. 
(ii) If d  is not optimum, then z  can further be retransformed to another vari-

able u  so that the Midzuno scheme is feasible with revised probability of se-
lection to yield a pzπ  scheme. 

(iii) The Midzuno scheme with ratio method of estimation is better than 
SRSWOR scheme under design as well as model based comparisons when 
certain conditions, as given in the text, are satisfied. 
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SUMMARY 

A note on the use of an origin shift in survey sampling: a conceptual perspective 

In this paper, a simple origin shifted auxiliary variable z  has been considered when the 
values of the main auxiliary variable x  are completely known. The usability of z  has been 
demonstrated both analytically and geometrically. The variable z has been used in (Mid-
zuno’s, 1952) scheme with unequal probability sampling and it is further retransformed to 
another variable u  so that the Midzuno scheme is operative under revised probability of 
selection. The efficiencies of Midzuno scheme and SRSWOR scheme with ratio method 
of estimation have also been compared both under the design and an assumed model. 

 
 
 
 


