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1. INTRODUCTION

In statistical inference the usual hypotheses that we make on sample observations are that they are drawn from a population distributed as a normal, are homoskedastic and independent. However, in many real situations the hypothesis of normality is not met by data that we are provided, so we have the problem to find alternative methods. In literature an used approach is to apply robust methods. Another approach is to hypothesize a different distribution for the observations and to look for deriving suitable methods by beginning from this hypothesis. This approach can be considered as alternative to the robust methods, since rather than referring, implicitly or explicitly, to the theory of the so called outliers, seeks distributional models more general than the normal one, how is pointed out by many researchers. Among them, the most authoritative is certainly Sir Ronald A. Fisher (1922) that, against the practice of excluding from analysis the so called outliers, says this: “as a statistical measure, however, the rejection of observations is too crude to be defended and unless there are other reasons for rejection than mere divergence from the majority, it would be more philosophical to accept these extreme values, not as gross errors, but as indications that the distribution of errors is not normal”. In this sense, the family of normal distributions of order $p$ (Vianelli, 1963; Lunetta, 1963), known as exponential power distribution in the anglo-saxon literature (Box and Tiao, 1992; Gonin and Money, 1989), constitutes a valid alternative to the gaussian normal distribution. A recent review on this distribution family can be found on Chiodi (2000).

In this paper it is faced the problem of the parameter estimation of a normal distribution of order $p$ and particularly that, harder, of the estimation of the structure parameter $p$, by comparing some of the most interesting proposals existing in literature. In particular, after doing some considerations on the normal distribution of order $p$ and on the maximum likelihood estimators of its parameters, we compare three methods based respectively on the likelihood function, on the profile likelihood function and on the conditional profile likelihood function and a fourth suggestion based on the use of a particular index of kurtosis.
2. NORMAL DISTRIBUTION OF ORDER $p$

In 1923 Subbotin proposed a distribution family in which every component represents a random error distribution that generalizes the normal one. Subbotin, beginning from these two axioms:

1. the probability of a random error depends only on the dimension of the same error and can be expressed by a function $\phi(\tau)$ having the first derivative continuous in general;

2. the most probable value of a quantity, of which are known direct measures, must not depend on the used measure unit (in literature this axiom is known as the Schiaparelli second axiom);

that are equal to those used by Gauss with the exception of the second part of the first axiom that in our case is more general (for this part Gauss settled down the condition that the best way to combine observations is to use the arithmetic mean), has derived the distribution that has density function:

$$f(\varepsilon) = \frac{mb^{m}}{2\Gamma(1/m)} \exp\left(-b^{m} | \varepsilon |^{m}\right)$$

In 1963 Lunetta, following the procedure introduced by Pearson (1895) to derive new probability distributions, solves the differential equation:

$$\frac{d \log f}{dx} = p \frac{\log f - \log \alpha}{x - \varepsilon}$$

that brings to the density function:

$$f(x) = \frac{b^{1/p}}{2\Gamma(1 + 1/p)} \exp\left(-b | x - \varepsilon |^{p}\right)$$

By using a different parameterization, the (3) assumes the form:

$$f(x) = \frac{1}{2 \rho^{1/p} \sigma_{p} \Gamma(1 + 1/p)} \exp\left(-\frac{| x - \mu |^{p}}{p \sigma_{p}^{p}}\right)$$

for $-\infty < x < \infty$, $-\infty < \mu < \infty$, $\sigma_{p} > 0$ and $p > 0$, with

$$\mu = E[X] = \int_{-\infty}^{\infty} xf(x) dx$$

the location parameter,

$$\sigma_{p} = \left\{ E[| X - \mu |^{p}] \right\}^{1/p} = \left\{ \int_{-\infty}^{\infty} | x - \mu |^{p} f(x) dx \right\}^{1/p}$$
the scale parameter and \( p \) the structure parameter. It is easy to see how (1) coincides with (4) if we consider the following substitutions: \( \varepsilon = x - \mu \), \( m = p \epsilon \), \( h = (p^1/p \sigma_p)^p \).

The distributions described by (4) have been called by Vianelli (1963) normal distributions of order \( p \). This distribution family, as is known, describes both leptokurtic (\( 0 < p < 2 \)) and platykurtic (\( p > 2 \)) distributions, providing as special cases the Laplace distribution for \( p = 1 \), the gaussian normal distribution for \( p = 2 \) and the uniform distribution for \( p \to \infty \). It is worth noting how this distribution family is often used in literature only for \( 1 \leq p < 2 \), since these distributions present heavier tails than those ones of the normal distribution (see among others Hogg, 1974; D'Agostino and Lee, 1977). However, the case of platykurtic normal distributions of order \( p \) is also interesting by a practical point of view, since in the reality we can have samples with observations that we can think drawn either from leptokurtic or platykurtic distributions, how verified by Cox (1967) that by checking different data sets says that “the surprising conclusion was that while there are frequent departures from normality these were about equally often toward long-tailed and toward short-tailed distributions”, or by Box (1967), according to whom “platykurtic distributions do occur in practice because of deliberate or unconscious truncation and these ought not to be ruled out a priori”.

3. ESTIMATION OF THE PARAMETERS OF A NORMAL DISTRIBUTION OF ORDER \( p \)

As it is known, in Statistics the most used estimation method is the maximum likelihood, because it provides estimators with suitable properties, at least asymptotically. The derivation of the maximum likelihood estimators does not give big problems in the case of the normal distribution of order \( p \) parameters, even though usually we obtain estimators not expressible in a closed form. Indeed, let's suppose to have a sample of \( n \) i.i.d. observations drawn from (4): then the likelihood function is given by:

\[
L(x; \mu, \sigma_p, p) = [2 p^{1/p} \sigma_p \Gamma(1 + 1/p)]^{-n} \exp \left( -\frac{\sum_{i=1}^{n} |x_i - \mu|^p}{p \sigma_p^p} \right) \quad (7)
\]

and the log-likelihood function is given by:

\[
l(x; \mu, \sigma_p, p) = \log L(x; \mu, \sigma_p, p) = -n \log [2 p^{1/p} \sigma_p \Gamma(1 + 1/p)] - \frac{\sum_{i=1}^{n} |x_i - \mu|^p}{p \sigma_p^p} \quad (8)
\]

If we want to determine the maximum likelihood estimators, we can derive the log-likelihood function respect to the three parameters (\( \mu, \sigma, p \)) and equal to zero the obtained expressions:
\[
\frac{\partial l(x)}{\partial \mu} = -\frac{1}{\sigma_p^p} \sum_{i=1}^{n} |x_i - \mu|^{p-1} \text{sign}(x_i - \mu) = 0
\]  
(9)

\[
\frac{\partial l(x)}{\partial \sigma_p} = -\frac{n}{\sigma_p^p} + \frac{1}{\sigma_p^{p+1}} \sum_{i=1}^{n} |x_i - \mu|^p = 0
\]  
(10)

\[
\frac{\partial l(x)}{\partial \hat{p}} = \frac{n}{\hat{p}^2} \left[ \log \hat{p} + \Psi(1+1/\hat{p}) - 1 \right] + \frac{1}{p\sigma_p^p} \left[ \sum_{i=1}^{n} |x_i - \mu|^p + \log \sigma_p \sum_{i=1}^{n} |x_i - \mu|^p - \sum_{i=1}^{n} |x_i - \mu|^p \log |x_i - \mu| \right] = 0
\]  
(11)

with \(\psi(.)\) the digamma function, i.e. the first derivative of the logarithm of the gamma function (Abramowitz and Stegun, 1972):

\[
\Psi(x) = \frac{\partial \ln \Gamma(x)}{\partial x} = \frac{\Gamma'(x)}{\Gamma(x)}
\]  
(12)

Equations (9) and (11) do not give estimators in a closed form, while (10) gives the maximum likelihood estimator for \(\sigma_p:\)

\[
\hat{\sigma}_p = \left( \frac{\sum_{i=1}^{n} |x_i - \mu|^p}{n} \right)^{1/p}
\]  
(13)

The quantity \(\hat{\sigma}_p\) is also called power deviation of order \(p\) and it can be seen as a general variability index (Vianelli, 1963).

It is also possible to compute the inverse of the Fisher information matrix (Agrò, 1995) that defines the asymptotic variance matrix of the maximum likelihood estimators \((\hat{\mu}, \hat{\sigma}_p, \hat{\hat{p}})\):

\[
\Gamma^{-1} = \begin{pmatrix}
\frac{\sigma_p^2 \Gamma(1/p) \rho (2-p)/p}{(p-1) \Gamma(1-1/p)} & 0 & 0 \\
0 & \frac{\sigma_p^2}{p} \left[ 1 + \frac{[\log \hat{p} + \Psi(1+1/\hat{p})]^2}{(1+1/\hat{p}) \Psi'(1+1/\hat{p}) - 1} \right] & \frac{p \sigma_p}{(1+1/\hat{p}) \Psi'(1+1/\hat{p}) - 1} \left[ \log \hat{p} + \Psi(1+1/\hat{p}) \right]^2 \\
0 & \frac{p \sigma_p}{(1+1/\hat{p}) \Psi'(1+1/\hat{p}) - 1} \left[ \log \hat{p} + \Psi(1+1/\hat{p}) \right]^2 & \frac{p^3}{(1+1/\hat{p}) \Psi'(1+1/\hat{p}) - 1}
\end{pmatrix}
\]  
(14)

with \(\psi'(.)\) the trigamma function, i.e. the second derivative of the logarithm of the gamma function.

It has been noted (Capobianco, 2000) how in general the asymptotic variance
of the maximum likelihood estimator of the normal distribution of order $p$ scale parameter is larger than the corresponding estimator of the Laplace distribution and normal distribution scale parameter; in fact, the supposed loss of efficiency of the maximum likelihood estimator for $\sigma_p$ is only due to the need of estimating the structure parameter $p$. Indeed, by supposing to know the "true" value of the parameter $p$, the information matrix is given by:

$$ I = \begin{bmatrix} I_{\mu_\mu} & I_{\mu_\sigma_p} \\ I_{\sigma_\mu} & I_{\sigma_\sigma_p} \end{bmatrix} $$

(15)

with

$$ I_{\mu_\mu} = -E \left[ \frac{\partial^2 \ln f(x)}{\partial \mu^2} \right] = (p-1) \frac{p^{(p-2)/p} \Gamma(1-1/p)}{\sigma_p^2 \Gamma(1/p)} $$

(16)

$$ I_{\mu_\sigma_p} = I_{\sigma_\mu} = -E \left[ \frac{\partial^2 \ln f(x)}{\partial \mu \partial \sigma_p} \right] = 0 $$

(17)

$$ I_{\sigma_\sigma_p} = -E \left[ \frac{\partial^2 \ln f(x)}{\partial \sigma_p^2} \right] = \frac{p}{\sigma_p^2} $$

(18)

and, by inverting the information matrix, we obtain:

$$ I^{-1} = \begin{bmatrix} \frac{\sigma_p^2 \Gamma(1/p)}{(p-1) \Gamma(1-1/p)} & 0 \\ 0 & \frac{\sigma_p^2}{p} \end{bmatrix} $$

(19)

that for $p=1$ becomes:

$$ I^{-1} = \begin{bmatrix} \sigma_1^2 & 0 \\ 0 & \sigma_1^2 \end{bmatrix} $$

(in this case to obtain the first element of the matrix, $I_{1,1}$, we have to compute a simple limit), while for $p=2$ becomes:

$$ I^{-1} = \begin{bmatrix} \sigma_2^2 & 0 \\ 0 & \frac{\sigma_2^2}{2} \end{bmatrix} $$
At this point, it is easy to see how the asymptotic variance of the maximum likelihood estimator of the normal distribution of order $p$ scale parameter, both for $p=1$ and for $p=2$, results equal to that of the corresponding maximum likelihood estimator of the scale parameter of the Laplace and normal distribution, respectively. Therefore, it is evident that if we have preliminary information such that we can believe with a reasonable certainty that the sample at disposal has been drawn from a normal or a Laplace distribution, then it is needless to use normal distribution of order $p$. Maybe this preliminary information could also concern the location and scale parameter and so we do not need to make inference at all. However, usually we do not dispose of this information and then it is necessary to consider also $p$ unknown.

For the estimation of $p$, besides the use of the maximum likelihood estimator (Agrò, 1995), have been proposed other two procedures (Agrò, 1999) based on the profile log-likelihood (Barndorff-Nielsen, 1988):

\[
\ell_p(\mathbf{x}; \mu, \sigma_p, p) = -n \left\{ \log 2 + \log \Gamma(1 + 1/p) + \frac{1}{p} \left[ \log p + 1 + \log \left( \frac{\sum_{i=1}^{n} |x_i - \mu|^p}{n} \right) \right] \right\} \quad (20)
\]

the latter on the conditional profile log-likelihood (Cox and Reid, 1987):

\[
\ell_{CP}(\mathbf{x}; \mu, \sigma_p, p) = -n \log 2 - \frac{1}{2} \log \left[ \frac{n(p-1)}{\sum_{i=1}^{n} |x_i - \mu|^{p-2}} \right] - \log(\sqrt{n}) + \\
- (n-1) \left\{ \log \Gamma(1 + 1/p) + \frac{1}{p} \left[ \log p + 1 + \log \left( \frac{\sum_{i=1}^{n} |x_i - \mu|^p}{n} \right) \right] \right\} \quad (21)
\]

In the conditional profile log-likelihood the parameters of interest have to be orthogonal to the nuisance parameters and then, in our case, $\sigma_p$ has to be orthogonal to $p$, in such a way making possible, according to Agrò, finite estimates of $p$ even for samples with smaller size ($n=30$) than those considered when we use the (20) or when we apply directly the (8). However, we think that the requirement of finite estimates of $p$ is not convincing, since it is possible to have values of $p \to \infty$, by defining in this way a normal distribution of order $p$ corresponding to an uniform distribution, as we have already seen.

Anyway, it is necessary to note that in order to estimate $p$ exist other proposals in literature, based on the computation of particular indices of kurtosis (see for example Mineo A.M., 1994, 1995 and 1996). These estimation procedures are to be seen as procedures based on the method of moments that first look for determining the most proper value of $p$ by means of the sample observations, afterwards go through the use of the maximum likelihood estimators to estimate the location parameter $\mu$ and the scale parameter $\sigma_p$. The indices of kurtosis more used for this aim are:
\[ \beta_2 = \frac{\mu_4}{\mu_2^2} = \frac{\Gamma(1/p)\Gamma(5/p)}{[\Gamma(3/p)]^2} \]  \hspace{1cm} (22)

\[ \sqrt{\frac{\mu_2}{\mu_1}} = \sqrt{\frac{\Gamma(1/p)\Gamma(3/p)}{\Gamma(2/p)}} \]  \hspace{1cm} (23)

\[ \beta_p = \frac{\mu_2 p}{\mu_2} = p + 1 \]  \hspace{1cm} (24)

whose moment estimators are given by:

\[ \hat{\beta}_2 = \frac{n \sum_{i=1}^{n} (x_i - M)^4}{[\sum_{i=1}^{n} (x_i - M)^2]^2} \]  \hspace{1cm} (25)

\[ \hat{V}_I = \sqrt{\frac{n \sum_{i=1}^{n} (x_i - M)^2}{\sum_{i=1}^{n} |x_i - M|}} \]  \hspace{1cm} (26)

\[ \hat{\beta}_p = \frac{n \sum_{i=1}^{n} |x_i - M|^{2p}}{[\sum_{i=1}^{n} |x_i - M|^{p}]^2} = \hat{p} + 1 \]  \hspace{1cm} (27)

From these relationships it is evident the nature of the structure parameter \( p \), that essentially is itself an index of kurtosis, and the fact that \( p \) is positively correlated with \( \sigma_p \), as it can be seen from (14), too. With these considerations it is evident as an estimation method for \( p \) based on the use of an index of kurtosis results very promising. In particular, in the simulation study described in the next section we have used the estimation procedure of \( p \) based on the index of kurtosis \( \hat{V}_I \), with value of \( M \) in the (26) given by the estimate of the location parameter \( \mu \) of the corresponding normal distribution of order \( p \) (for more details on the method and particularly on the reason why we have chosen the index \( \hat{V}_I \) among the others see Mineo A.M., 1996).

Before ending this section, it is worth noting that about the estimation problem of the normal distribution of order \( p \) parameters has been proposed recently an approach based on the use of a genetic algorithm (Vitrano and Baragona, 2001) that, however, does not present substantial improvements in comparison to any other numerical method used to solve the estimation problem by means of the likelihood function.
4. SIMULATION PLAN AND RESULTS

In order to compare the four different approaches to estimate the parameter $p$, described in the previous section, we have conducted a simulation study by drawing 1000 samples of size $10(10)50, 100, 200$ from a normal distribution of order $p$, with values of $p=(1.5(0.5)3.5)$, location parameter $\mu=50$ and scale parameter $\sigma_p^2=2$. The samples have been drawn by using the method of the inverse of the distribution function, by exploiting the relationship linking normal distribution of order $p$ and gamma distribution (Mineo A. 1978). Besides the parameter $p$, the location and the scale parameters have been estimated by using the maximum likelihood estimators. To solve these optimization problems we have chosen the simplex method (Nelder and Mead, 1965) implemented in the function optim() of the R software (Ihaka and Gentlemen, 1996). Since the simplex method is an unconstrained optimization method, a suitable reparameterization on the functions to be optimized that present constrains on $\sigma_p$ and $p$ has been necessary (see for a similar example Everitt, 1987, pp. 32-35). The starting points for the simplex method have been the least squares estimates, i.e. respectively the arithmetic mean, the standard deviation and $p=2$.

The obtained results seem very interesting. While it seems that there are not substantial differences among the approaches in the estimation of the location parameter (results not shown), there are some differences in the estimation of the remaining two parameters.

In particular, for the scale parameter we can see (table 1) how for large sample sizes ($n=100, 200$) the whole log-likelihood and the profile log-likelihood seem to give unbiased estimates, while the method based on the index $\hat{V}_I$ results competitive. For these sample sizes the conditional profile log-likelihood behave in a good way, but for $p=1.5$. Concerning the estimate variances, all the methods seem to provide very similar values of variance.

For smaller sample sizes ($n=10(10)50$) all the estimates seem biased, with values related to the whole log-likelihood and to the profile log-likelihood biased to the top, while the values related to the conditional profile log-likelihood and to the fourth method based on the index $\hat{V}_I$ seem biased to the bottom. However, it is worth noting that for sake of comparison we have used the relationship (13) for all the four methods, by replacing $\mu$ with the corresponding maximum likelihood estimate; but for small sample sizes some corrections are necessary, since the maximum likelihood estimator of $\sigma_p^2$ is biased, as it is known; in particular have been proposed corrections that recall that one used in the case of the maximum likelihood estimator of the variance (see Mineo A.M., 1996), or asymptotic correction (see Chiodi, 1988), that seem to adjust, at least partially, the bias. However, these corrections would not adjust the bias of the estimates derived by using the whole log-likelihood or the profile log-likelihood, since they would increase the mean values reported in table 1. Concerning the variances of these estimates, it is worth noting as the lowest are that derived from the fourth method (estima-
tion based on the index \( \hat{VI} \), but for \( n=10 \) where the lowest variances are that derived from the conditional profile log-likelihood, that anyway have the great drawback described next.

### TABLE 1

<table>
<thead>
<tr>
<th>Method</th>
<th>( p=1.5 )</th>
<th>( p=2.0 )</th>
<th>( p=2.5 )</th>
<th>( p=3.0 )</th>
<th>( p=3.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M \hat{\sigma}_p^2 )</td>
<td>1.9676</td>
<td>2.0032</td>
<td>1.9378</td>
<td>2.0148</td>
<td>1.9074</td>
</tr>
<tr>
<td>( V(\hat{\sigma}_p^2) )</td>
<td>1.9203</td>
<td>1.8939</td>
<td>2.0153</td>
<td>1.8886</td>
<td>2.0281</td>
</tr>
<tr>
<td>( M(\hat{\alpha}_p) )</td>
<td>2.1813</td>
<td>2.1983</td>
<td>2.2152</td>
<td>2.1886</td>
<td>2.2050</td>
</tr>
<tr>
<td>( V(\hat{\alpha}_p) )</td>
<td>2.0321</td>
<td>2.0075</td>
<td>2.0268</td>
<td>2.0193</td>
<td>2.0230</td>
</tr>
</tbody>
</table>

For the structure parameter \( p \), we can note as all the methods show some samples that join the theoretical bounds that we imposed can assume the parameter \( p \), i.e. 1 and \( +\infty \) (we have imposed to \( p \) as lower bound 1 because even if \( p \) could assume values up to \( 0 \), defining in this way normal distributions of order \( p \) of some statistical interest since we have cuspidate distributions with tails heavier than the Laplace distribution, the estimation for \( 0 < p < 1 \) involves remarkable computational problems): we are not particularly worried about this occurrence, since for \( p=1 \) and for \( p \to \infty \), as we have seen, we have special probability distributions very used in Statistics. It is evident that a good \( p \) estimator has to behave in such a way that these values do not happen very often when we have drawn samples with a finite value of \( p \neq 1 \).

The simulation results concerning the estimation of \( p \) are reported in tables 2 and 3.
TABLE 2

<table>
<thead>
<tr>
<th>n</th>
<th>(M(\hat{p}))</th>
<th>(V(\hat{p}))</th>
<th>(M(\hat{p}))</th>
<th>(V(\hat{p}))</th>
<th>(M(\hat{p}))</th>
<th>(V(\hat{p}))</th>
<th>(M(\hat{p}))</th>
<th>(V(\hat{p}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.3775</td>
<td>0.3543</td>
<td>1.4467</td>
<td>0.3889</td>
<td>1.5447</td>
<td>0.4582</td>
<td>1.5441</td>
<td>0.4929</td>
</tr>
<tr>
<td>20</td>
<td>1.3891</td>
<td>0.6397</td>
<td>1.6906</td>
<td>1.3469</td>
<td>1.8126</td>
<td>2.0320</td>
<td>1.8678</td>
<td>1.9395</td>
</tr>
</tbody>
</table>

In table 2 we have reported the means and variances of \(\hat{p}\) considering all the values of \(\hat{p}\), but \(\hat{p} > 10.0\) that have been considered as \(\hat{p} \to \infty\) (for this problem see Mineo A.M., 1996). From these values we can see how for large sample sizes \((n=100, 200)\) the method that seems to give the best values of \(\hat{p}\) is that based on the use of the index of kurtosis \(\hat{V}\). For smaller sample sizes \((n=10,10,50)\) the fourth method seems again better than the others three, also considering that the mean computed on \(\hat{p}\) suffers of the great skewness of its sampling distribution: indeed, in a previous simulation study (Mineo A.M., 1995) we have already noted as from the values of \(\hat{p}\) obtained with the fourth method we get frequency distributions with mode centered on the “true” value of \(p\) used to generate the samples of pseudo-random observations.

Anyway, we consider really interesting the results shown on table 3, that reports the percentage of values with \(\hat{p} > 10.0\) (and then \(\hat{p} \to \infty\)) and values with \(\hat{p} < 1.01\) (and then \(\hat{p} = 1\)). In fact, in this table we can note as in the case of conditional profile log-likelihood it is very high the percentage of values with \(\hat{p} = 1\): for sample sizes \(n=10\) this percentage varies from 80% to 90%, with decreasing
percentages as $n$ increases, but that are very high, anyway. According to our opinion, this behaviour shows a fundamental inadequacy of the conditional profile log-likelihood to estimate $\hat{p}$, especially when we have samples with medium-small sizes.

Concerning the methods based on the whole log-likelihood and on the profile log-likelihood, these seem to have the opposite drawback, that is it seems very high the percentage of samples with $\hat{p} > 10.0$, with results that seem better for the method based on the whole log-likelihood, that have yet the drawback of a greater computational complexity, at least in comparison to the approach based on the profile log-likelihood.

The method to estimate $\hat{p}$ based on the index $\hat{VI}$ seems the best among the four, having neither a great number of samples with $\hat{p} = 1$, neither with $\hat{p} \to \infty$. Therefore, by summing up all the considerations done so far, the fourth method is surely to prefer in comparison to the others three.
5. CONCLUSION

In this paper we have seen how the family of normal distributions of order $p$ constitutes a valid generalization of the hypothesis of normality that usually is made and that often it is not sustainable on data we have at disposal. The use of the normal distributions of order $p$ constitutes also a parametric alternative to the robust methods, that referring, implicitly or explicitly, to the theory of the so called outliers do not seem suitable to a profitable use in the scientific research. How is dangerous the practice to eliminate automatically the outliers is testified by the following real event (Faraway, 2000, pag. 70): NASA launched the Nimbus 7 satellite to record information on the terrestrial atmosphere. After several years of operation, in 1985 the British Antarctic Survey observed a large decrease of the level of the atmospheric ozone over the Antarctica. NASA astonished on the fact that its satellite did not record such anomaly ever: by examining more careful the satellite data it was found that the data processing program automatically discarded extremely low observations, assuming that they were wrong recordings. With good reason we can believe that this “drawback” retarded the discovery of the so called ozone hole over the Antartica, delaying, as a result, the adoption of the correct policies to try to reduce it (for example, by banning CFC).

Concerning the normal distributions of order $p$, however exist some practical problems still open that have precluded a wide use, so far: one of these problems is the estimation of the structure parameter $p$. In this paper we have compared some interesting proposals among those existing in literature and in particular the estimation based on the whole log-likelihood, on the profile log-likelihood, on the conditional profile log-likelihood and on the index of kurtosis $\hat{\gamma}^4$. The results of a simulation study show as the best method is that one based on the index of kurtosis $\hat{\gamma}^4$, while, if for any particular reason, we want to use an approach based on the likelihood function, the whole log-likelihood seems behave better than the profile log-likelihood and the conditional profile log-likelihood.
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RIASSUNTO

Sulla stima del parametro di struttura di una distribuzione normale di ordine $p$

In questo lavoro si confrontano quattro differenti approcci per la stima del parametro di struttura di una distribuzione normale di ordine $p$ (spesso chiamata nella letteratura anglosassone exponential power distribution). In particolare, abbiamo considerato la massimizzazione della log-verosimiglianza, della log-verosimiglianza profilo, della log-verosimiglianza profilo condizionale e un metodo basato su un indice di curtosi. I risultati di uno studio di simulazione sembrano indicare la superiorità dell'ultimo approccio.

SUMMARY

On the estimation of the structure parameter of a normal distribution of order $p$

In this paper we compare four different approaches to estimate the structure parameter of a normal distribution of order $p$ (often called exponential power distribution). In particular, we have considered the maximization of the log-likelihood, of the profile log-likelihood, of the conditional profile log-likelihood and a method based on an index of kurtosis. The results of a simulation study seem to indicate the latter approach as the best.